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ABSTRACT. We define and study a notion of minimal exponent for a locally complete in-
tersection subscheme Z of a smooth complex algebraic variety X, extending the invariant
defined by Saito in the case of hypersurfaces. Our definition is in terms of the Kashiwara-
Malgrange V-filtration associated to Z. We show that the minimal exponent describes how
far the Hodge filtration and order filtration agree on the local cohomology H7(Ox), where
r is the codimension of Z in X. We also study its relation to the Bernstein-Sato polynomial
of Z. Our main result describes the minimal exponent of a higher codimension subscheme
in terms of the invariant associated to a suitable hypersurface; this allows proving the main
properties of this invariant by reduction to the codimension 1 case. A key ingredient for our
main result is a description of the Kashiwara-Malgrange V-filtration associated to any ideal
(f1,..., fr) in terms of the microlocal V-filtration associated to the hypersurface defined by

iy fiyie

1. INTRODUCTION

Let X be a smooth, irreducible, complex algebraic variety. If Z is a nonempty hypersurface
in X, then the minimal exponent a(Z) of Z (written also as a(f) if Z is defined by f €
Ox (X)) is an important invariant of the singularities of Z introduced by Saito [Sai94]. When
Z has isolated singularities, it can be described via asymptotic expansions of integrals along
vanishing cycles and it was studied extensively in the 80s, see for example [Var82], [Ste85], and
[Loe84]; in this setting, it has been known as complex singularity index or Arnold exponent
of Z. In general, it is defined as the negative of the largest root of the reduced Bernstein-Sato
polynomial of Z (with the convention that it is oo if this polynomial is 1, which is the case if
and only if Z is smooth). By results of Kollar [Kol97] and Lichtin [Lic89], it is known that the
minimal exponent refines an important invariant of singularities in birational geometry, the
log canonical threshold 1ct(X, Z); more precisely, we always have lct(X, Z) = min{a(Z), 1}.
Our main goal in this paper is to introduce and study a generalization of the minimal exponent
to the case when Z is locally a complete intersection in X.

Before giving the definition in the general context, we recall the connection between the
minimal exponent of hypersurfaces and two important D-module theoretic constructions as-
sociated to Z, the Hodge filtration on the local cohomology H%(Ox) of Ox along Z and the
Kashiwara-Malgrange V-filtration associated to Z. Recall that if Z is any closed subscheme
of X, the local cohomology sheaves H%(Ox) underlie mixed Hodge modules in the sense
of Saito’s theory [Sai90]. In particular, they carry a Hodge filtration: this is an increasing
filtration by coherent O x-modules which is compatible with the order filtration on the sheaf
Dx of differential operators on X. If Z is a reduced hypersurface in X, then the only nonzero
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local cohomology is H}(Ox) = Ox(xZ)/Ox (where Ox (xZ) is the sheaf of rational functions
with poles along Z). In this case it is known that for every k > 0 we have

FiH7(0x) C OxHy(Ox) = Ox ((k+1)2)/Ox
and Saito showed in [Sail6] that
(1) FHL(Ox) = Oy HY(Ox) for all k < p if and only if &(Z) > p+ 1.

Using a refinement of this result to a setting involving twists by rational multiples of Z, as
well as properties of Hodge filtrations, it was shown in [MP20] that one can extend the known
properties of the Arnold exponent to arbitrary hypersurface singularities.

The proof of (1) makes use of results about V-filtrations. Let us briefly recall this notion,
due to Malgrange [Mal83] and Kashiwara [Kas83], in the more general context that is relevant
to this paper. Working locally, let us suppose that Z is a closed subscheme of X defined by
the ideal generated by nonzero regular functions fi,..., fqs € Ox(X). If 1: X — X x A4 is
the graph embedding associated to f = (f1,..., f4), that is, ¢(x) = (.CE, fi(x),..., fd(ac)), then
the V-filtration is a decreasing filtration (V7 Bg),cq on

Be:=1,.0x = P 0x9/,
pezd,
indexed by rational numbers, and characterized by a few properties (for details, see Section 2).
In the case of one function, the V-filtration plays an important role in the theory of mixed
Hodge modules. We also recall that in the case when we only have one function g € Ox(X),
Saito introduced in [Sai94] a related filtration, the microlocal V -filtration (VVEQ),YGQ on

By =P 0x0{4,.
JEZ
If Z is the hypersurface defined by g, then the minimal exponent a(Z) is described as follows:
a(Z) =sup{y > 0|8, € VIB,}

(see [Sail6, (1.3.8)]). In terms of the usual V-filtration, this says that if ¢ is a nonnegative
integer and « € (0,1] is a rational number, then

(2) a(Z)>q+~ ifandonlyif 9]d, € V'B,.

Suppose now that Z is a closed subscheme of X that is a locally complete intersection, of
pure codimension r > 1. We define the minimal exponent a(Z) such that the analogue of
formula of (2) holds in this setting. Working locally, we may assume that Z is defined by the
ideal generated by fi,..., fr € Ox(X). In this case, we put

sup{y > 0| 6f € V7 B¢}, if o¢ ¢ V" By;
sup{r — 1 +q+~| /8¢ € V'~1*1 B for |8] < q}, if 0 € V' By,

where in the latter case, the supremum is over all nonnegative integers ¢ and all rational
numbers vy € (0,1] with the property that Bféf € V"I Bg for all 8= (B1,...,5:) € ZL,,
with 81 +...4 8, < ¢. In fact, the supremum in the definition is a maximum unless &(Z) = oo
(which we show is the case if and only if Z is smooth). We note that by [BMS06, Theorem 1],
which describes the multiplier ideals of Z in terms of V*®Bg, we have

let(X, Z) = min{a(Z),r}.

B  a2)= {
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We note that a(Z) does depend on the ambient variety and not just on Z. Whenever X
is not understood from the context, we write a(X, Z) in order to avoid confusion. However,
the dependence is easy to understand: the difference a(X, Z) — dim(X) only depends on Z
(see Proposition 4.14).

In order to prove the basic properties of the minimal exponent for local complete inter-
sections, we describe it as the minimal exponent of a hypersurface. Arguing locally, we may
again assume that Z has pure codimension r in X and it is defined in X by the ideal gener-
ated by fi,...,fr € Ox(X). We consider Y = X x A", with coordinates y1,...,y, on A",
and let U = X x (A"~ {0}).

Theorem 1.1. With the above notation, if g =Y., fiyi € Oy(Y), then

a(Z) = a(glv).-
The proof of Theorem 1.1 relies on a general result of independent interest describing the
V-filtration associated to f1, ..., fq € Ox(X) (without any complete intersection assumption)

in terms of the microlocal V-filtration associated to g = Zle fivi € Ox(X)[y1,---,yd]; see
Theorem 3.3 for the precise statement. Another application of this connection is a relation
between b-functions corresponding to fi,..., fg and microlocal b-functions corresponding to
g. This greatly extends the main result of [Mus22], which says that the Bernstein-Sato
polynomial bz(s) of Z is equal to the reduced Bernstein-Sato polynomial b4(s)/(s+ 1) of g.

The description in Theorem 1.1, together with the results on minimal exponents of hy-
persurfaces from [MP20], allow us to obtain similar results for local complete intersections.
In order to state these, it is convenient to use a local version of the minimal exponent.
If Z is a local complete intersection in X as above and x € Z is a point, then we put
ax(Z) := maxys, a(V,Z NV), where the maximum is over the open neighborhoods V' of z
in X.

Theorem 1.2. Let X be a smooth, irreducible, n-dimensional complex algebraic variety and
let Z be a local complete intersection closed subscheme of X, of pure codimension r.

i) If H is a smooth hypersurface in X that contains no irreducible component of Z and
Zy=ZNH < H, then for every x € Zy, we have
ax(H, Zp) < a,(X, 2).

ii) Given a smooth morphism p: X — T such that for everyt € T, Z; := Z N~ (t) —
X = u~Y(t) has pure codimension r, then the following hold:
iiy) For every a € Qo, the set

{v € Z|0u(X,), Zuw)) = a}
18 open in Z.
ilo) There is an open subset Ty of T' such that for every t € Ty and x € Z;, we have
o (Xe, Zt) = az(X, 2).
In particular, the set {&m(XM(I), Zyz) | w € Z} is finite. Moreover, if s: T — X is a
section of i such that s(T') C Z, then the set {t € T | ay)(Xy, Z;) > o} is open in T

for every a € Qxo.
iii) If x € Z is a point defined by the ideal m, and the ideal defining Z at x is contained

in mk, for some k > 2, then
az(Z) <
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Another main result of the paper says that the minimal exponent controls the behavior of
the Hodge filtration on local cohomology. Recall that if Z is locally a complete intersection of
pure codimension 7, the only nontrivial local cohomology of the structure sheaf is H,(Ox),
and if Z is defined by fi,..., fr, then

Hy(Ox) = Ox[1/fi- £]) Y Ox[1/fr-Fi--- fi).
i=1

The Hodge filtration on this mixed Hodge module was studied in [MP21]. There is another
natural filtration, the order filtration (or Ext filtration) given by

OHy(Ox) = {u € Hy(Ox) | Iy 'u =0},
where I is the ideal defining Z. For every k > 0 we have Fi,H,(Ox) C OxH%(Ox) and if

equality holds for k = p, then it holds for all k, with 0 < k < p. The singularity level p(Z)
of the Hodge filtration on H%(Ox) is

p(Z) = sup{k > 0| FyH,(Ox) = Ok’HT((’)X)},
with the convention that this is —1 if the above set is empty. With this notation, we prove

Theorem 1.3. If X is a smooth, irreducible, complex algebraic variety and Z is a local
complete intersection closed subscheme of X, of pure codimension r, then

p(Z) = max {|&(Z)] —r,—1}.

In particular, by combining Theorems 1.3 and 1.2, we see that the invariant p(Z) satisfies
analogous properties to those in Theorem 1.2. This was already shown in [MP21, Section 9]
by different methods. For an application of Theorem 1.3 to an Inversion-of-Adjunction type
statement, see Corollary 5.2. The main ingredient in the proof of Theorem 1.3 is the descrip-
tion of the Hodge filtration on H%(Ox) in terms of the V-filtration on Be. This relies on
the interplay between the Hodge filtration and the V-filtration for filtered D-modules that
underlie mixed Hodge modules. In the case of one function, this is built in the definition of
Hodge modules. However, the case of several functions is more subtle and has only recently
been elucidated in [CD21]. Using these results, we give the following description of the Hodge
filtration on local cohomology:

Theorem 1.4. If X is a smooth, irreducible, complex algebraic variety and fi,...,fr €
Ox(X) define a complete intersection closed subscheme Z of codimension r, then for every
p > 0, we have

at!l---alh
FPH%(OX) = Z H | Z ha0;0f € V" By
loj<p /1 T lal<p

One interesting question that remains open is the precise relation between &(Z) and the
Bernstein-Sato polynomial of Z. We recall that for an arbitrary closed subscheme of the
smooth variety X, one can define a Bernstein-Sato polynomial bz(s) € Q[s], extending the
classical notion from the case of hypersurfaces (see [BMS06]). As in the classical case, all its
roots are negative rational numbers, with the largest root being —lct(X, Z). It is easy to
see that if Z is a (nonempty) local complete intersection of pure codimension r, then (s + r)
divides bz(s), see Proposition 6.1 below. By analogy with the definition of the minimal
exponent in the case of hypersurfaces, we define 7(Z) to be the negative of the largest root
of bz(s)/(s+r) (with the convention that this is infinite if bz (s)/(s +r) = 1).
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Question 1.5. If Z is locally a complete intersection in the smooth irreducible variety X,
of pure codimension r, do we have a(Z) = 7(2)?

Note that in light of Theorem 1.3, a positive answer to Question 1.5 would provide a
positive answer to [MP21, Conjecture 9.11], relating the Hodge filtration on H7,(Ox) and
the invariant 7(Z). We can prove the following relation between the two invariants:

Theorem 1.6. With the notation in Question 1.5, we have a(Z) > ~(Z) and
min {&(Z),r +1} = min {F(Z),r + 1}.

We recall that by [BMS06, Theorem 4], under the assumptions of Theorem 1.6, the sub-
scheme Z has rational singularities if and only if 5(Z) > r. By combining Theorems 1.3 and
1.6, we obtain the following result, which gives a positive answer to [MP21, Conjecture 8.4].

Corollary 1.7. If X is a smooth, irreducible variety and Z is a local complete intersection
closed subscheme of X, of pure codimension r, then Z has rational singularities if and only
if a(Z) > r. In particular, if F1H,(Ox) = O1H,(Ox), then Z has rational singularities.

Outline of the paper. In Section 2 we review the basic facts about V-filtrations and b-
functions. The following section is devoted to the result relating the V-filtration associated to
fi,..., fqa and the microlocal V-filtration associated to Zf-l:l fiyi. In Section 4 we introduce
the minimal exponent of a locally complete intersection subscheme, prove the description
in Theorem 1.1, as well as various general properties of this invariant, including the ones
in Theorem 1.2. In Section 5 we relate the minimal exponent to the Hodge filtration on
local cohomology, proving Theorems 1.3 and 1.4. Finally, in the last section we discuss the
connection with the Bernstein-Sato polynomial and prove Theorem 1.6.

Acknowledgments. We would like to thank Mihnea Popa and Christian Schnell for many
discussions related to the subject of this work. We are also grateful to Karl Schwede for
providing some useful references.

2. REVIEW OF V-FILTRATIONS

In this section we recall the definition and some basic properties of V-filtrations. For de-
tails, we refer to [Kas83], [BMS06, Section 1], and [Sai88, Section 3.1]. Let X be a fixed
smooth, irreducible, complex algebraic variety. Recall that Dx denotes the sheaf of differen-
tial operators on X. In this paper all D-modules will be left D-modules. For general facts
about D-modules, we refer to [HTT08].

Given nonzero regular functions fi,...,fq € Ox(X), we denote by a C Ox the ideal
(f1,...,fq) and by Z the closed subscheme of X defined by a. We consider the graph
embedding

X s W=XxAd (z)= (z, f1(2),..., fr(z))

and the D-module theoretic push-forward By = ¢4 (Ox) (we denote by f the d-tuple (fi,..., f1)).
We denote the standard coordinates on A% by t1, ..., t; and use multi-index notation, so for
B=(B,...,B4) € Z¢,, we put 8 = tfl - -tgd and Of = 0511 . -Ogd. We also put 8! =[], ;!
and |B| =3, Bi.
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It is convenient to consider By as an R-module on X, where R = Dx (t1,...,tq,0¢,...0,).
The general description of D-module push-forward via closed immersions gives

Be= P 0x9/.
ﬁezéo

where the actions of Ox and 9, are the obvious ones, while the actions of D € Derc(Ox)
and of the t; are given by

d
(4) D -hd)de = D(h)9)0¢ — > D(f;)hd; "“6; and t; - hd]d¢ = f;hd] 6 — Bihd, oy,
i=1
where eq, ..., eq is the standard basis of Z¢. We will also consider on B the Hodge filtration'
given by
F,Be = P 0x0/s:.
181<p

It is sometimes convenient to consider the larger R-module Bf+ corresponding to the push-
forward ¢4 (Ox[1/f1--- f4]), namely

Bf = @ Ox[1/f1--- f107 6.
ﬁezéo

It is easy to see that we have an isomorphism

(5) BE‘FZOX[l/fl"'7fd7817"'73d]fsa
that maps ¢ to f5 = f* - f7¢, where a derivation D € Derc(Ox) acts on f® in the expected
way:

d
D.fs = Z Mf%
~ |

We note that the action of ¢; on the left-hand side of (5) corresponds on the right-hand
side to the automorphism that maps s; to s; + 1, and similarly, the action of —0;,t; on
the left-hand side of (5) corresponds on the right-hand side to multiplication by s;. We
sometimes tacitly use this isomorphism to denote an element of B;r by P(si,...,sq)f%, for
some P € O)([l/fl"' ,fd,81,...,8d].

On R we consider the decreasing filtration
V'R= P Dxt9,
o] —|B]=m

for m € Z. It is then clear that

d d
VOR = Dx(ti,t:0y, |4,5) and VR=> t;-VIR=> V'Rt
=1 =1

The V-filtration on By is a decreasing, exhaustive filtration (V7 Bg), indexed by rational
numbers, which is discrete and left-continuous® and satisfies the following properties:

1t is often the case that one shifts this filtration so that what we denote by FpBe is considered to be
FpiaBs.
2This means that there is a positive integer £ such that V7 Bg has constant value for all + in an interval of

the form (izl,%], with ¢ € Z.
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i) Every V7 B¢ is a coherent VOR-submodule of Bg.
ii) ;- VYBy C V71 Be and Oy - VB C VY~1B¢ for all i < d and v € Q.
iii) VIR - VYBy = VITIB; if v > 0.

) If s =— Z?:l O, ti, then s + v is nilpotent of Gry,(Bg) for all v € Q.

v

Here we put Gry,(Bg) = V' Bg/V~>7 B, where V>7Br = g, V8 By.

By the theory of Kashiwara [Kas83|, extending a result of Malgrange [Mal83], there is a
unique such V-filtration. Uniqueness follows by easy arguments, while existence is a deeper
statement (in fact, a filtration with these properties exists on more general Dy/-modules, we
will say more about this at the end of this section).

Remark 2.1. We note that for every v € Q, we have VYB¢|x.z = Bflx-z-

We recall that the V-filtration on By induces on Ox ~ Ox ¢ the filtration by the multiplier
ideals of a (for the definition and basic properties of multiplier ideals, we refer to [Laz04,
Section 9]). More precisely, it follows from [BMS06, Theorem 1] that for every v € Qxg, we
have

{h€Ox |hés € V'Bs} =TJ(a"™°), for 0<e< 1.

In particular, we have
(6) 0f € V7B if and only if v <lct(a),

where lct(a) is the log canonical threshold of a, characterized as min{\ > 0| J(at) # Ox}
(we also denote this by let(X, Z)).

The existence of V-filtrations is closely related to the existence of b-functions. Recall that
for every u € By, the b-function b,(s) of u is the monic generator of the ideal

(7) {b(s) € C[s] | b(s)u € VIR . u}.

We note that the condition in (7) is equivalent to b(s)V'R -u C VIR -u: this follows
easily from Lemmas 7.3 and 7.4 in the Appendix and the fact that for all i and j, we have
ti0y, - VIR C VOR and t; - VIR C V'R, It follows from the results in [Kas83] (see also
[BMSO06]) that for every w € By, the ideal (7) is nonzero and thus b,(s) is well-defined.
Moreover, all its roots are rational. The V-filtration can then be described as

(8) V7Bg = {u € By | all roots of b, (s) are < —v}.

In particular, for u = d¢ € By, the b-function b,(s) is the Bernstein-Sato polynomial of the
ideal a, introduced and studied in [BMS06]; this only depends on a (not on the choice of
fi,-.., fa) and we denote it by bz(s). In the case d = 1 and f = fi, this is the b-function of
a hypersurface, introduced independently by Bernstein and Sato; we also denote it by by (s).
Note that for any d, it follows from (6) and (8) that

(9) max{A € Q| bz(\) =0} = —lct(X, 2).

Suppose now that d = 1, so we have only one nonzero regular function, that we denote f.
In this case, Saito introduced in [Sai94] the microlocal V -filtration associated to f, defined
as follows. Instead of By, we consider

By == P 0xd5;,

JEZ
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which is a left module over R = Dx(t,8;,0; ). Note that the relation [0;,¢] = 1 implies
[0;1,t] = =9, 2. The action of Ox and of d;, 9; * on B ¢ are the obvious ones, while the action
of derivations and of t are given by the following analogue of (4): for every D € Derg(Ox),
h € Ox, and j € Z, we have

(10)  D-hd}s; = D(h)3]6; — hD(f)d]'6; and t-hdls; = fhd]6; — jhd] 6.
The V-filtration on R is defined as before: for m € Z, we have
V'R = @ Dxt'd),
i—j>m
where this time ¢ € Z>o and j € Z. It is easy to see that
VIR = Dx (t,t0;,07") and VIR=8;7 - VIR =V'R.9;7 for all j € Z.
The Hodge filtration on B ¢ is given by
F,By = P 0x0;s;.
i<p
On the other hand, the microlocal V-filtration on B ¢ is given by
nyéf =V'By® @Ox8;j5f for v<1
j>1
and B 4 o
VB =9,’V'/ By for ~v>1,
where j € Z is such that 0 < v — j < 1. The following properties follow easily from the
properties of the V-filtration on By:

i) VIR -V'B; C VY*H1B; for all v € Q.
ii) Every V7 By is a finitely generated V9R-module and it generates By over R.
iii) s+~ is nilpotent on Gry,(By) for every v € Q.

A useful property of the microlocal V-filtration is that for every j € Z and every v € Q,
multiplication by & gives an isomorphism

(11) 812 V'yéf o~ Vﬂf*jéf
(see [Sai%4, Lemma 2.2)).
Given u € B +, the microlocal b-function by(s) € C[s] is the monic generator of the ideal
{b(s) € Cls] | b(s)u € VIR -u}

(the fact that this ideal is nonzero and all roots of gu(s) are rational, follows from the fact

that V”Ef C VIR -u for ¥ > 0). We have the following analogue of (8) describing the
microlocal V-filtration in terms of microlocal b-functions:

(12) Vwéf ={ue Ef | all roots of gu(s) are < —v}.

An important example is that when u = d; € Ef, when we write Ef(s) for ng (s). If f is not
invertible, then it is easy to see that by(s) = bs,(s) is divisible by (s +1), and in fact we have

by(s) = br(s)/(s +1)
(see [Sai94, Proposition 0.3]).
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Under the same assumption that f is not invertible, the negative of the largest root of
br(s)/(s+1) is the minimal exponent &(f), that we also write as a(H ) if H is the hypersurface
defined by f. Here we make the convention that a(f) = oo if bs(s)/(s + 1) = 1. Note that
by (9), we have min {a(H),1} = lct(X, H). We also recall that by a result of Saito (see
[Sai93, Theorem 0.4]), we have a(H) > 1 if and only if H has rational singularities. For a
discussion of minimal exponents and basic properties, see [MP20, Section 6]. One property
that is very relevant for us is its connection with the V-filtration: it follows from (12) and
the fact that by(s)/(s +1) = gf(s) that

(13) a(H) =sup{y€ Q>0 |0 € Vvéf}.

In terms of the V-filtration on By, this is equivalent to the fact that for every nonnegative
integer ¢ and every rational number v € (0, 1], we have

(14) a(H) > q+~ ifandonlyif 05; € V7'By

(see [Sail6]).
We will also make use of a local version of the minimal exponent of hypersurfaces. If
f € Ox(X) and H are as above and x € H, then

az(f) = Iggg&(fly),

where the maximum is over all open neighborhoods U of x. With this notation, we have

a(f) = mina,(f).

zeH

We end this section with some general considerations regarding V-filtrations on more
general D-modules than we considered so far. Such V-filtrations, associated to certain mixed
Hodge modules, will be needed in Section 5. Recall that Saito’s theory of mixed Hodge
modules [Sai90] provides a functorial framework for Hodge theory. We only mention here
that a mixed Hodge module on a smooth variety X is a (regular holonomic) Dx-module,
endowed with a good filtration (the Hodge filtration) and several other pieces of data (such
as a weight filtration and a Q-structure), but these will not be important for us. For a nice
introduction to this theory, see [Sch19].

Suppose now that as before, X is a smooth variety and Z is a closed subscheme of X,
defined by the ideal generated by fi,...,fs € Ox(X). Let t: X < W = X x A? be the
graph embedding. If (N, F) is the filtered Dy-module underlying a mixed Hodge module on
W, then a V-filtration always exists on N: it is uniquely characterized by conditions i) — iv)
analogous to those in the definition of the V-filtration on Bg. In the case r = 1, existence is
guaranteed by the definition of a mixed Hodge module, together with a certain compatibility
between the V-filtration and the F-filtration (see [Sai88, Section 3.2]). Existence of the V-
filtration for arbitrary r can be deduced from the case r = 1 using Verdier specialization (see
for example [BMS06, Section 1]). The fact that in this case, too, there is a compatibility
between the V-filtration and the F-filtration is more subtle, see [CD21]. On the other hand,
it is easy to see that the functors V¥(—) and Gr{;(—) are exact on categories of Dy-modules
that admit V-filtrations (see [Sai88, Corollaire 3.1.5]).
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There are two special cases to keep in mind. One is that when N = (. P, where P is a
Dx-module underlying a mixed Hodge module on X. In this case we have

N=Pwo, Br= @ P&

d
aEZZO

Another important case is that when Supp(N) C X x {0}. In this case it follows from
Kashiwara’s equivalence (see [HTTO08, Section 1.6]) that if Ny = {u e N | tiu =0,1 <i < d},
then

N= P Ny =i (M),
aGZ%O
where i': X x {0} < Y is the inclusion. In this case the V-filtration on N is given by
VIN =0 for v > 0 and for every m < 0 we have

(15) VIN = @ Ny for m—1<~y<m.
lo|<—m

Indeed, it is easy to see that this satisfies the conditions i) —iv) for being a V-filtration (see
[Sai88, Lemme 3.1.3] for the case r = 1 and the proof in the general case is analogous).

Example 2.2. Suppose that N' = ¢, P, where P is a Dx-module with Supp(P) C Z. In this
case we have Supp(N) C X x {0} and we can use the description of the V-filtration in (15).
Note that in this case we have an isomorphism

7P = Ny =VN =gl (WN),

where the equalities follow from (15). Indeed, it is straightforward to see that an element
U=y, Uy ® 0 lies in Ny if and only if for every a € Z%o and every ¢ with 1 <i < d, we

have ugte, = 1 CJ: ?i“l). This implies that taking
T(u) = Z L, ® 076,
aEZ%O
we get an isomorphism as asserted, where for a = (a1,...,aq), we put f* =[], fi" (note

that 7(u) only has finitely many terms because by assumption (f1,..., fq)™u = 0 for m > 0).
Note that if we know that u =" ua ® 956¢ € N, then 771 (u) = uo.

For future reference, we note that in this case, if we have an element
m
u= ZQi(SL 84U ® 0p € N,
i=1

for some u1, ..., Uy € P and Q1,...,Qm € Cls1,...,84), then 771 (u) = >0, Q;(0,...,0)u;.

Indeed, we may write
T s .
Q=3 Cg><a11><a> for 1<i<m.

In this case, using Lemma 7.2 we see that

—1)le ;
Z Qi(S1,. .., Sq)u; = Z Z %uz ® Ot - 8gidtgd5f
i=1

= d
? 1a€ZEO
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- al /@
= Z Z %faui ® 026
and thus 771 (u) = >0 c(()i)ui @0 => 10 Qi(0,...,0)u;.

3. GENERAL V-FILTRATIONS VIA MICROLOCAL V-FILTRATIONS ALONG HYPERSURFACES

Let X be a smooth, irreducible, complex algebraic variety. In this section we consider
nonzero regular functions fi,..., fg € Ox(X) and let g = Z?Zl fiyi € Oy(Y), where Y =
X x A? and we denote by ¥, . .., yq the standard coordinates on A?. Our goal is to relate the
V -filtration on By = @aezio Ox 0 ¢ and the microlocal V-filtration on Eg =@,z Ovdd,

(note that we denote by z the extra variable that acts on ég in order to avoid confusion with
the variables t1,...,t; that act on Bg).

Note that g is homogeneous of degree 1 with respect to the grading on Oy such that Ox
lies in degree 0 and deg(y;) = 1 for all i. We have a corresponding grading on Dy such
that deg(d,,) = —1 for all 4. Furthermore, on Dy (z,9,,9;!) we have a grading such that
deg(z) = 1 = deg(d; 1) and deg(d,) = —1.

We can write N
By=Ep P 0xy~dis,.

i d
JEZ anZU

JEZ

If for every m € Z we put

B = P oxyolr=ms,,

a€Zd,
then it follows easily from the formulas (10) and the fact that g is homogeneous of degree
1 that the decomposition B, = DB, ez Eém) makes By a graded Dy (z,d.,8;1)-module. Let
0, :=>"% 0, € Dy.

Lemma 3.1. For every m € Z and every u € E_((,m

)

, we have (6, — s)u = mu.

Proof. We may and will assume that u = hyaa';““mag, for some h € Ox. On one hand, we

have

d d
Qy cu = Z aiyihya—eia\za|—m5g _ Z yifihyoca\za|—m+15g _ |a|hyoca\za|—m5g _ ghyaala\—m—&-lég‘
i=1 i=1
On the other hand, we have
su = —0,2u = —ghy®dl*l=m+5, 4 (la| —m) hy*alel=mg,,

and the formula in the lemma follows. O

Note that Vvég is preserved by the action of 6, — s for every v € Q. By Lemma 3.1,

the decomposition B, = D,z Eém) is an eigenspace decomposition with respect to the

endomorphism 6, — s. We deduce that we get an induced decomposition

VB, = P V'B{™, where V'B{™ =v7B,n B,
meZ
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We get a corresponding decomposition

Grv GB Gry, B(m) ), where Grﬁ{/(gém)) = V7§§m)/v>7§;m).
meZ
Finally, we note that it follows from (11) that
(16) V“’Eém) = 3Z_mV7_m§§0) forall ve€Q,m € Z.

We now define the map that will allow us to compare the V-filtration on Bf with the
microlocal V-filtration on B Let ¢: B — By be the unique Ox-linear map such that

(17) o(y*di6,) = 07 forall a € ZzoJ €Z.

It is clear from the definition that for every m € Z, ¢ induces an isomorphism of Ox-modules
Bém) ~ Br. We collect in the following proposition some basic properties of .
Proposition 3.2. With the above notation, the following hold:

i) The map ¢ is Dx-linear.
We have ¢(0,u) = ¢(u) = p(d;1u) for every u € B,.
We have ¢(yiu) = O, p(u) for every u € By and 1 <1 < d.
We have ¢(0y,u) = —t;p(u) for every u € By and 1 <1i < d.

(

n(m)

We have ¢ su) (s —m)p(u) for every u € By, where m € Z.

Proof. For i), since ¢ is Ox-linear by definition, it is enough to show that ¢(Du) = Dy(u)
for every D € Derc(Ox) and every u € By. We may and will assume that v = hy®824, for
some h € Ox, a € Z%O and j € Z. In this case we have

d
p(Du) = o(D(h)y*0i5, — hD(g)y“ 0" 5,) = o(D(h)y* D65 — Y hD(f;)y* 0i'6,)
i=1

d
= D(h)dd¢ — > hD(f;)07 6 = D - hdj6s = Dip(u).
i=1
This completes the proof of i).

The assertions in ii) ‘and iii) follow directly from definition. In order to prove iv), we may
assume that u = hy®8%d, for some h € Ox, a € Z%o and j € Z. We then have

(70(8%“) = so(hoziya_eiaggg _ fihya8§+15g)
= a;hdy %8¢ — fihOP S = —t; - hOPSg = —tip(u).

We thus obtain the assertion in iv).

Finally, in order to prove v), we note that by Lemma 3.1, if u € Eém), then su = (6, —m)u,
hence using iii) and iv), we have

d d
p(su) = o((0y —m)u) = (yidy,u) —mp(u) = =Y dtip(u) — me(u) = (s —m)p(u).
i=1 =1

O



V-FILTRATIONS AND MINIMAL EXPONENTS 13

We now come to the main result of this section. Let us denote by (g the restriction of ¢
to Bf,o). Note that since g is bijective, the assertion in the next theorem together with (16)
say that the V-filtration on By and the microlocal V-filtration on B, determine each other.

Theorem 3.3. With the above notation, for every v € Q, we have
VIBY) = oy (VI By).

Proof. The argument is similar to that proving the uniqueness of V-filtrations (see for example
[Sai88, Lemme 3.1.2]). Recall that we write
R =Dx(t1,...,tq,0¢,...,0,) and R = Dy (z,0,,0;1).
Let’s prove first the inclusion
(18) VB C WIBg := o(V'B) forall 7€ Q.

Note that by definition W*Bg is an exhaustive, decreasing filtration indexed by rational
numbers, which is discrete and left continuous (since the microlocal filtration on B, has these
properties) and Proposition 3.2i) implies that each W7Bs is a Dx-submodule of Bg. This
filtration also satisfies

(19) ti-WYBf CW By forall yeQ,1<i<d.
Indeed, note that if u € Vv§§0)7 then —0;10,,u € V’Hlééo) and it follows from properties
ii) and iv) in Proposition 3.2 that
t; - QO()(U) = @0(—8;18%16) € W7+le.
We also have
(20) O, -WIiBy CWY !By forall y€Q,1<i<d.

Indeed, if u € VWEE(,O), then 0,y;u € V”‘lééo), and it follows from properties ii) and iii) in
Proposition 3.2 that
B, - po(u) = @o(dzyu) € W' Bg.
In particular, we see that each WYB is a VOR-submodule of Bg.
Furthermore, for every v € Q, we have
(21) s+~ is nilpotent on  Gr}, (B).
(0)

Indeed, assertion v) in Proposition 3.2 gives ¢(su) = sp(u) for every u € Eg and we know
that s + v is nilpotent on Gr{,(By).

We can now prove the inclusion (18). If v, 4/ are distinct rational numbers, then both
s+~ and s+~ are nilpotent on

VYBe N W7 Bg

(V>7Bg N W’Y/Bf) + (V¥BeN W>'Y/Bf)
(this follows from (21) and the fact that s + ~ is nilpotent on Gr{,(Bg) by definition of the
V-filtration on By). This implies that the quotient in (22) is 0. We deduce that
(23) VB CW B +V~-7By forall vecQ.

Indeed, if u € V7 By, since W*® By is exhaustive, there is 4/ such that u € WY Bg. If v >,
then we are done. Suppose now that 7/ < 7. The fact that the quotient in (22) is 0 implies
that we can write u = u1+wuo, with uy; € V>VBfﬂW7/ Br and usg € VVBfﬂW>7,Bf. Note that

(22)
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u lies in the right-hand side of (23) if and only if uy does. Also, we have ug € VY By N W7 By
for some 7’ > /. We can repeat the argument with u replaced by wus; since W* Bg is discrete,
we see that after finitely many steps we conclude that v € W7 Bg + V=7 Bs.

Using the fact that the filtration V*®Byg is discrete, we deduce from (23) that for every ~,
~' € Q, we have

(24) VYBs C W'Bs + V" Bs.

We next note that given v € Q, it follows from property iii) in the definition of the V-filtration
on By that there is an integer ¢y such that for every integer ¢ > qg, we have

V7+fo C VI—OR . V’Y+q0Bf.

On the other hand, since V7% By is a finitely generated VOR-module and W* By is exhaus-
tive, there is 3 such that V719 By C WPB¢. By taking ¢ such that ¢ — qo + 8 > 7, we
conclude that

VB CWIYBs + VITIBy CWVBg + VI"OR . WPBe C WYBp + WATI—90 B, C W7 By,

where the first inclusion follows from (24) and the third one follows from (19) and (20). This
completes the proof of (18).

In order to complete the proof of the theorem, it is enough to also show that
¢o(VIB®) C VB forall ve€Q.
In fact, we will prove the equivalent statement that

(25) VB, CUBy = @D 0; ™y (V™" Bg) forall € Q.
meZ

It is clear from the definition that U 'Eg is an exhaustive, decreasing filtration indexed

by rational numbers (since the V-filtration on By has these properties). Moreover, if £ is a
positive integer such that V7 By is constant for v in each interval of the form (%, ﬂ, with

i € Z, then it follows from the definition that U 7§g is constant for 7 in such an interval.
Therefore U® B, is discrete and left continuous.

Note next that by Proposition 3.2i), every UVEg is a Dx-submodule of Eg. Moreover, it
follows directly from the definition that

& -U'B, CU B, forall yveQ,jeZ
We also have
(26) z- U”ég C U7H§g for all € Q.

Indeed, if u € ¢y ' (V™™ By) for some m € Z, then using the fact that [2,0;"] = md; ™!
(see Lemma 7.1 in the Appendix), we have

207 ™ = 0, ™ (zu + md; u) = 07" Y0, 2u + mu) = ;™ H(—su 4+ mu).
Note that —su + mu € Eéo) and using Proposition 3.2 we see that
wo(—su+ mu) = —(s —m)po(u) € V7" By,

hence z0;"u € U 7+1§g, proving (26). In particular, we see that each U7§g is a VOR-module.
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Finally, s 4+ 7 is nilpotent on Grz,(ég) for every v € Q. Indeed, suppose that ug €
©o (VY™™ Bg). In this case
po((s+v —m)Nu) = (s +v —m)Vpo(u) € V7" By
for N > 0, where the equality follows from Proposition 3.2v). Since P(s)9;™ = 9, ™ P(s—m)
for every P € CJs| (see Lemma 7.3 in Appendix), it follows that
(s+No;™u=0,"(s +v—m)Nu € U>7§g for N > 0.

We can now prove the inclusion (25). Since the argument is very similar to that we used
in the proof of (18), we omit some of the details. First, we see that

V1B, nU" B,
(V>YB,NUY By) + (VYB, + U>"B,)
using the fact that both s+~ and s + ~' are nilpotent on this quotient. As before, we use

the fact that U®B, is exhaustive and discrete and V*Bj is discrete to deduce from (27) that
for every v, € Q, we have

(28) VYB, CU"B, + V"7 B,.

(27) =0 for v#+9

Let us fix now v € Q. Since Voég is a finitely generated VOR-module and each U BEQ is a
VOR-module, it follows that there is 5 € Q such that VOBg cup By. If we take 4" € Z such
that 4/ + 8 > =, then using (28) and (11) we conclude that
VIB, CU'B,+ V"B, =U"B, +8;" - V'B,
CU'B,+ ;" -U°B, CUB, + U"*#B, C U"B,.
This completes the proof of the theorem. O

We end this section with another application of the map ¢, relating b-functions (with
respect to fi,..., fg) to microlocal b-functions (with respect to g).

Proposition 3.4. For every m € Z and every u € Eém), we have

bu(s —m) = by ().

Proof. By definition of by (s), working locally on X, we can find P € VIR = >y vy Dy 2208
such that -

(29) by(s)u = Pu.
We may and will assume that deg(P) = 0. This implies that we can write P = Zle Oy, P;

for some P, ..., P; of degree 1. If we put @; = 0, F; for all ¢, then P = Z;j:l 6%8;1621-.
Applying ¢ to (29), we obtain

(30) o (bu(s)u) = p(Pu).

By Proposition 3.2v), the left-hand side of (30) is equal to by (s —m)p(u). On the other hand,
it follows from properties ii) and iv) in Proposition 3.2 that the right-hand side of (30) is

equal to
d d

> 00,071 Q) = 3t p(Quu).

i=1 =1
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Note that for every i, we have
Qi€ ) Dxy*dy="0),
a7ﬁ7a7b

where a,b € Z are such that @ > b and a > 0, while a, 8 € Z¢ are such that |a| < |3
(this follows from the condition on a and b and the fact that deg(Q@;) = 0). We can write
2090 = (2201)9% € C[s] - 0> (see Lemma 7.3 in Appendix), hence using Proposition 3.2
we conclude that for every ¢, we have
p(Qiu) € Y Dxls]- 9717 p(u) C VIR - p(u).
lal<|B]
We thus conclude that

d
bu(s —m)p(u) € 3t VOR - p(u) € VIR - p(u),
=1

hence by the definition of b,(,)(s), we have
(31) b (s)  divides by(s —m).

Going in the opposite direction, it follows from the definition of b, (s) that, working
locally on X, there is T € VIR such that

by(uy(s)p(u) = Top(u).
We can write
T= Y T,st"0), with T,z € Dx.
loe|>|8]+1
Let us consider

T= Y Tupl—y)ojolfl-lel e vIR,
laf>]8]+1
of degree 0, so Tu € Eém). Using Proposition 3.2, we see that
by (s +m)u) = by (s)p(u) = Tp(u) = o(Tu).
Since the restriction of ¢ to E!(]m) is injective, we conclude that
bo(u) (s +m)u = Tu.
We deduce using the definition of b, that
(32) by(s) divides by (s +m).

By combining (31) and (32), we see that by(s —m) and be(u) () are monic polynomials that
divide each other, hence they are equal. O

Remark 3.5. Note that if we apply the above proposition for v = ¢, € E(go), then we recover
the fact that the Bernstein-Sato polynomial of the ideal (f1,..., fq) coincides with the mi-
crolocal b-function of ¢4 (which, as we have mentioned in Section 2, is equal to by(s)/(s+1)).
This is the main result in [Mus22].
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4. THE MINIMAL EXPONENT OF A LOCALLY COMPLETE INTERSECTION SUBSCHEME

Our goal in this section is to define and study the minimal exponent of a locally complete
intersection subscheme. Let X be a smooth, irreducible complex algebraic variety and Z a
(nonempty) proper closed subscheme of X.

Remark 4.1. We note that in general we have lct(X, Z) < codimy (Z). Indeed, the inclusion
Zrea — Z implies let(X, Z) < lct(X, Zieq), hence we may assume that Z is reduced. If U is
an open subset of X such that U N Z is smooth and irreducible of codimension r in U, then
let(X,2) <let(U,ZNU) =r.

Remark 4.2. Note also that if Z is Cohen-Macaulay, of pure codimension r, and lct(X, Z) = r,
then Z is reduced. Indeed, if this is not the case, then Z is not generically reduced (being
Cohen-Macaulay). It follows that we have an irreducible component Zy of Z such that the
local ring Oz z, is not a field; therefore the embedding dimension m of Oz z, is positive.
After possibly replacing X by a suitable open subset that intersects Zy nontrivially, we may
assume that Z is irreducible, Z; is smooth, and there is a smooth, irreducible subvariety
W of X of dimension dim(Zy) + m = n — r + m such that Z is contained in W and, in
fact, the ideal defining Z in W is contained in the ideal I%O W where Iz, is the ideal
defining Zy in W. By considering the exceptional divisor on the blow-up of W along Zj
and the description of lct(W, Z) in terms of log resolutions (see [Laz04, Example 9.3.16]),
it follows easily that lct(W,Z) < codimw (Zp)/2 = m/2. On the other hand, we have
let(X, Z) = let(W, Z) + codimx (W) (see for example [Mus02, Proposition 2.6]). Therefore
we have

let( X, Z)=r—-m+5 =r— 5 <r—

N[ —=

Suppose now that Z is a locally complete intersection, of pure codimension r > 1 in X.
We first consider the case when Z is globally a complete intersection, that is, there are
fiy--o, fr € Ox(X) such that Z is defined by the ideal generated by fi,..., fr. In this case
we consider the V-filtration on Bg. Note that by (6) and Remark 4.1, we have d¢ ¢ V7 By for
yo> .

Definition 4.3. We define the minimal exponent &(Z), as explained in the introduction, by

the formula

(33) a7 sup{y > 0| é¢ € V7 Bz}, if 6 & V" Bg;
Q =

sup{r — 1+ q+~ | F;,Be C V'~ Bg}, if 6¢ € V" By,

We note that the value of a(Z) does not depend just on Z, but also on X (for the precise
way in which it depends on X, see Proposition 4.14 below). Because of this, whenever the
ambient variety is not clear from the context, we write a(X, Z) instead of a(Z).

Remark 4.4. Since the V-filtration is left continuous, the supremum in the definition is a
maximum, unless a(Z) = oo (which happens if and only if Z is smooth, see Remark 4.15
below).

Remark 4.5. It follows from the definition and (6) that
(34) let(X, Z) = min {a(Z),r}.

Remark 4.6. If ¢; and ¢ are nonnegative integers and v1,v2 € (0,1] are rational numbers
such that q1 +7v1 > g2 + 72, and if F, By C V"1 Bg, then F, By C V'~ 172 B¢, Indeed,
this is clear if ¢; = ¢o, and if this is not the case, then our hypothesis implies g0 = ¢; — 1 and
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it is enough to show that if u = 8t'8(5f, with |8] < ¢1 — 1, then v € V"Bg. The assumption
implies O, u € V1B for all i and thus t;0r,u € V" Bg. We conclude that

(s+r)u=(=0ut1 —... — O tr + 1)U = — Ztiﬁtiu € V" Bgs.

=1

For every =y # r, since s+ + is nilpotent on GI"‘Y/(Bf), it follows that s+ r is invertible on this
graded piece. Since (s + r)u € V" By, using the discreteness of the V-filtration, we conclude
that u € V" Bg.

The same argument shows that in order to have Fy, By C =1+ B, it is enough to require
8{3& € V=147 By for all B with 18] = q.

Remark 4.7. Suppose that Uy, ..., Uy are open subsets of X such that all ZNU; are nonempty
and Z C U1 U...UUy. Since (9,? 0 € V7 By if and only if the same containment holds on each
U; (note that the condition automatically holds over X \ Z by Remark 2.1), it follows using
also the assertion in Remark 4.6 that

a(X,Z) = min a(U;, ZNU;).
1<i<N

Remark 4.8. The definition of a(Z) does not depend on the choice of fi,..., f,. By taking an
affine open cover of X and using Remark 4.7, we see that it is enough to prove this assertion
when X is affine. Suppose now that we have regular functions fi,..., f- and g1, ..., g, such
that (fi,...,fr) = (91,--.,9r). The condition d¢ € V7 By is equivalent to lct(X,Z) > 7,
hence it is independent of the choice of generators for the ideal. We thus only need to show
that if ¢ € Z>o and v € (0,1] is a rational number, then F,By C V"~ 1*7 B if and only if
F;Bg C VT 117B,.

Let us write g; = >, a;; fj for 1 <i <r. Note that D = det(a;,;) does not vanish at any
point in Z. After replacing X by the complement of the zero-locus of D, we may assume
that D is invertible (see Remark 4.7). In this case

u: X x A" 5 X x A" u(x,ty,... b)) = x,Zal,jtj,...,Zar’jtj
J J

is an isomorphism such that u(X x {0}) = X x {0} and Bg = u4Bf. We thus have an
isomorphism u* of R = Dx(t1,...,tr, 0y, ..., 0 ) that keeps Dy fixed and maps each t; to
a linear form in ¢,...,t¢, and an isomorphism of R-modules 7: By — By (where we view By
as an R-module via u*). This clearly has the property that 7(F,Bg) = F,B¢ for every p and
using the uniqueness of the V-filtration, we see that 7(V7Bg) = V7B for all v € Q. It is
then clear that we have F,By C V"7 By if and only if F,Bg C V"7 B,.

Suppose now that Z is an arbitrary locally complete intersection closed subscheme of X,
of pure codimension > 1. We can find open subsets Uy, ..., Uy of X with Z C U,]\il U; such
that each Z N U; is nonempty and defined in U; by an ideal generated by r regular functions
on U;. In particular, each a(U;, Z N U;) is well-defined.

Definition 4.9. With the above notation, the minimal exponent of Z is

a(Z)=a(X,2) = 1I<I%i<nN&(Ui, ZNnU).
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Remark 4.10. It is easy to see, using Remark 4.7, that the definition is independent of the
choice of open subsets Uy, ..., Uyn. Moreover, given any open subsets Vi,...,V,, of X, with
Z C U;”Zl V; such that each Z N Vj is nonempty, we have

a(X,Z) = @%nma(w,zrw V).

Remark 4.11. In the case of hypersurfaces (that is, » = 1), we recover the usual definition of
the minimal exponent by (14).

Proposition 4.12. If : Y — X is a surjective smooth morphism of smooth, irreducible
varieties, and Z is a locally complete intersection closed subscheme of X, of pure codimension
r, then &(X,Z) = a(Y, 7~ 1(2)).

Proof. We may and will assume that Z is defined in X by the ideal generated by fi,..., fr €
Ox(X) and let g; = fiom for 1 < ¢ < r. Using the fact that 7 is smooth, it is then
straightforward to see that we have an isomorphism

Bg ~ 7T*Bf
such that for every p € Z>g and every o € Q, we get
F,Bg ~ 1"F,Bf and V%Bg ~n*V®Bs.

The assertion in the proposition then follows directly from the definition of the minimal
exponent. O

Our next goal is to describe the minimal exponent of Z via the minimal exponent of a hy-
persurface. Suppose that Z is a nonempty closed subscheme of X, of pure codimension r > 1,
whose ideal is generated by f1,..., fr € Ox(X). Weput g =37, fiyi € Ox(X)[y1,--.,yr].
Let U =X x (A"~ {0}) CY = X x A". We will freely use the notation in Section 3. The
following is the key observation:

Lemma 4.13. If v € Q and a € Z%  are such that ya(?‘zalég € VVEQ ~ V>“fl§g and
yo‘&lza‘égw € V>VByly, theny > 1 and vy € Z.

Proof. By assumption, if u is the class of y"@'zalég in Gr;y/(ég), then u # 0, but there is NV
such that (y1,...,y,)Vu = 0. This implies that there is 8 € Z>g such that v = y®u # 0, but
(y1,...,yr)v = 0. Note that u € Gr?/(Béo)), hence v € Grq/(B_((,m)), where m = |3| > 0. By
Lemma 3.1, we have (6, — s)v = mu.

On the other hand, since y;v = 0 for all 4, we have

T T
Oyv = Zyiayiui = —rv+ 28 YU = =TV,
i=1 i=1
hence (s +m + r)v = §,v + rv = 0. By definition of the V-filtration, s 4  is nilpotent on

Gr|,(By), and thus s + X is invertible on Gr?/(ég) for every \ # 7. Since v # 0, we conclude
that v = m + r > r, which completes the proof. [l

We can prove now the equality a(Z) = a(g|v).
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Proof of Theorem 1.1. Tt is enough to show that for every 5 € Qsg, we have a(Z) > g if and
only if a(g|r) > B. We treat separately the cases when 5 < r and when > 7.

If B < r, then by definition we have &(Z) > 3 if and only if §¢ € V#B;. By Theorem 3.3,
this is equivalent to d, € VBEQ. On the other hand, it follows from (13) that a(g|y) > g if and
only if §, € 1% Eg on U. It is clear that if J, € 1% Eg then this also holds after restricting to
U and we need to show that the converse holds. Arguing by contradiction, let us assume that
dg € Vﬁgg on U, but d, ¢ VBEQ. In this case, let 8’ = max{y € Q>¢ | 4 € V’Vég} <pB<r.
By assumption, we have d, € V>*3l§g on U, hence Lemma 4.13 implies 3’ > r, a contradiction.

If B> r, let us write 8 = r — 1 + g + 7, where ¢ is a positive integer and v € (0,1] is a
rational number. By definition, we have a(Z) > 3 if and only if 956¢ € V"1 B for every
a € ZL, with |o| < ¢. By Theorem 3.3, this holds if and only if y*0*'s, € V"=1+7B, for all
such a. On the other hand, it follows from (13) that a(g|y) > f if and only if d, € Vﬂég on
U.

Note that U = Uy U...UU,, where U; is the complement of the zero-locus of y;. We thus
see that if y7976, € V”_HVEQ, we have 926, € Vr_l‘wég on U;, and thus §, € VBEQ on U;
by (11). We conclude that if &(Z) > 3, then 8, € VFB, on U and thus a(g|y) > 5.

In order to prove the converse, we argue by contradiction: we assume that ¢, € 1% Eg on
U, but there is o € Z>¢ with |a| < ¢ such that yo‘8|za‘59 ¢ V”_HVEQ. Let

B =max{n € Qso | y*02ls, € V' B;}.

Note that 5" < 7 — 1+~ <r. On the other hand, since §, € VBEg on U, we have y“@‘f'ég €
Vﬁ_“X'BQ - V>B'Bg on U. Applying Lemma 4.13, we get 3’ > r, a contradiction. O

Proposition 4.14. If Z is a locally complete intersection scheme of pure dimension and Z —
X is a closed embedding, where X is a smooth, irreducible variety, then a(X,Z) — dim(X)
does not depend on X, but only on Z.

Proof. Let us consider two embeddings i: Z < X and ¢': Z — X', where both X and X’
are smooth irreducible varieties. After comparing both these embeddings with the diagonal
embedding (4,7): Z — X x X', we see that we may assume that there is a smooth morphism
p: X’ — X such that poi = i. Given any point x € Z, we can choose regular systems
of parameters z1,...,7, in Ox ;) and p*(z1),...,p"(Tn), Y1, - Ym in Oxs (y) such that
Y1, - - - Ym vanish along #/(Z). In a suitable neighborhood of #’(z), we get an étale morphism
X' — X xA™ given by (p,y1,...,Ym) that maps i'(Z) inside X x {0}. After taking a suitable
open cover of Z and using the invariance of the minimal exponent under étale morphisms
(see Proposition 4.12), we see that it is enough to prove that if X' = X x A™ and i’ = (7,0),
then a(X’, Z) = a(X, Z) +m. Of course, arguing by induction on m, we see that it is enough
to treat the case m = 1.

We may and will assume that X is affine, and the ideal defining Z in X is generated by
a regular sequence fi,..., f, € Ox(X). Of course, in this case the ideal defining Z in X’ is
(fi,..., fr,2), where z denotes the coordinate on A'. Using the description of the minimal
exponent in Theorem 1.1, we see that it is enough to show that if we put U = X x (A"~ {0})
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and U’ = X’ x (A" {0}), and

T '
9=> fwi and ¢ =zy1+ > fivi,
i=1 =1
then a(¢'|y7) = a(gly). Note that we can write U’ = Uj U U}, where U) is given by y, 11 # 0
and U] = U x Spec(C[y,+1,2]). Note that the hypersurface defined by ¢’ in Uj is smooth,
while ¢'|y = glu, + 2yr+1, hence

a(g'lvr) = alg'lvy) = alglo,) + 1,

where the second equality follows from the Thom-Sebastiani theorem for minimal exponents
(see [Sai94, Theorem 0.8]). O

We next use the description of the minimal exponent in Theorem 1.1 to prove some basic
properties of this invariant. Until the end of this section, we assume that X is a smooth,
irreducible, n-dimensional variety and Z is a closed subscheme of X that is locally a complete
intersection, of pure codimension r. Recall that if f € Ox(X) is nonzero and = € X, then
the multiplicity mult,(f) is the largest d such that f € m?, where m, is the ideal defining x.
Before introducing a local version of the minimal exponent, we make the following

Remark 4.15. We have &(Z) < oo if and only if Z is singular (and in this case we have® a(Z) <
”T"'T) In order to see this, we may and will assume that Z is defined by the ideal generated
by fi,...,fr € Ox(X), and let g = >"'_; fiy;. We use the fact that by Theorem 1.1, we
have &(Z) = a(glu), where U = X x (A"~ {0}). If Z is smooth, we may assume that
fi,..., fr are part of a system of coordinates fi,..., f, on X (that is, dfi,...,df, trivialize
Qx). In this case it is easy to see® that the singular locus of the hypersurface defined by g is
contained in X x {0} and thus a(g|r) = oo. Conversely, if Z is singular, then we may and
will assume that mult,(f;) > 2 for some xz € Z. If p=(1,0,...,0) € A", then (z,p) € U and
mult, ) (9) > 2, hence a(g|y) < "5 by [MP20, Theorem E(3)].

Suppose now that x € Z is a fixed point. We define the minimal exponent of Z at x
as follows: it is clear from the definition that if V/ C V are open neighborhoods of z, then
a(V',ZznV') > a(V, ZNV). Moreover, there is V such that for all V’ as above, the inequality
is an equality. Indeed, otherwise we have a decreasing sequence of open neighborhoods V; of
z such that (&(V}, ZN VZ))z is a strictly increasing sequence. If lim; ,o a(V;, ZNV;) < oo,
then we easily get a contradiction using the discreteness of the V-filtration. On the other
hand, if lim;_, @(V;, ZNV;) = 0o, then it follows from Remark 4.15 that x € Z is a smooth
point, hence it is enough to take V' to be a neighborhood of x such that V N Z is smooth.

Definition 4.16. Given a point x € Z, we put

a(Z) :=maxa(V,ZNV),
Vox

where the maximum is over all open neighborhoods V of x in X. Note that this maximum

exists by the previous discussion. Moreover, it follows from Remark 4.15 that a,(Z) = oo if

and only if z is a smooth point of Z. As before, if the ambient space is not clear from the

context, we write &, (X, Z) instead of a,(Z).

3For a sharper estimate, see Remark 4.21 below.
4For a more general statement, see Lemma 4.22 below.
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Remark 4.17. It is a consequence of the definition of the minimal exponent, of the discreteness
of the V-filtration, and of Remark 4.15, that the set

{0.(2) |z € 2}
is a finite set. It is then clear that
a(Z) =min{a,(Z) |z € Z}.
Furthermore, for every v € Qxq, the set {x €Z|ay(2)> )\} is open in Z.

Slightly more generally, if X is a smooth, but possibly disconnected variety, and Z is a
locally complete intersection closed subscheme of X, with both X and Z pure dimensional,
then we can define a,(Z) for every x € Z by restricting to the connected component of X
that contains x. This is useful, for instance, in the setting of Theorem 1.2, when we do not
assume that the fibers of u are connected.

Before we prove the main properties of the minimal exponent in general, we need to handle
one such property in the special case of hypersurfaces.

Lemma 4.18. The assertion in Theorem 1.2ii) holds when r = 1.

We note that in the presence of a section s: T' — X, the openness assertion in the lemma
is [MP20, Theorem E(2)]. However, for our purpose it will be important to have the stronger
openness assertion, that does not make reference to a section, since this is the one that will
allow us to handle arbitrary codimension. The proof follows closely the approach in [MP20]
(which in turn was modeled on the approach to prove the semicontinuity of log canonical
thresholds via multiplier ideals, see [Laz04, Example 9.5.41]). However, we include a detailed
proof for the benefit of the reader.

The proof of assertion ii; ) makes use of the notion of Hodge ideals for Q-divisors, introduced
and studied in [MP19]. For every hypersurface Z in a smooth variety X, every nonnegative
integer p, and every positive rational number «, the corresponding Hodge ideal is denoted
by Iy(aZ). For p = 0, this is just the multiplier ideal J((a — e)Z), where 0 < € < 1, see
[MP19, Proposition 9.1] (since Z is a hypersurface, we follow the traditional notation to write
J(\Z) for what we denoted before by J(a*), where a is the ideal defining Z). Moreover,
it was shown in [MP19] that many basic properties of multiplier ideals admit extensions to
Hodge ideals.

Recall that by definition of the log canonical threshold, we have lct(X, Z) > « if and only
if 7((o—€)Z) = Ox for 0 < € < 1. Similarly, it was shown in [MP20, Corollary C] that
if Z is reduced, p is a nonnegative integer, and o € Q N (0, 1], then a(Z) > p + « if and
only if I,,(aZ) = Ox. On the other hand, if Z is not reduced, then we automatically have
let(X, Z) < 1, hence a(Z) = lct(X, Z) can be characterized using multiplier ideals.

Proof of Lemma 4.18. We first note that for every ¢t € T', the fiber X; is a smooth subvariety
of the smooth variety X that contains no component of the hypersurface Z. Locally around
any = € X, we can write X; as a transverse intersection of dim(7") smooth hypersurfaces in
X, so that successively applying [MP20, Theorem E(1)] to restrict to each of these smooth
hypersurfaces, we obtain

We next show that there is a nonempty open subset Ty of T' such that for every ¢ € Ty and
every © € Xy, the inequality in (35) is an equality, thus proving the assertion in iiz) in our
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setting. One way to see this is by using the characterization of the minimal exponent in
terms of Hodge ideals and multiplier ideals and the fact that there is an open subset Tj such
that

TJNZy) =T(ANZ)- Oy, forall A>0,tel

(see [Laz04, Theorem 9.5.35]) and, assuming that Z is reduced and thus Z; is also reduced
for general ¢t € T', a similar formula holds for Hodge ideals

Ip()\Zt) = Ip()\Z) : OZt forall pe ZZ(], A€ Qsq, t€Tp

(see the last assertion in [MP19, Theorem 13.1]). Alternatively, one can use the characteriza-
tion of the minimal exponent in terms of the V-filtration in (13) and the results concerning
the behavior of the V-filtration with respect to non-characteristic restriction in [DMSTO06].

We next prove the assertion in ii;). For every a, let

Wea = {:L‘ ez ’ &I(X“(z),ZM(z)) > Oé}.

We first note that the assertion in ii;) makes sense also when T is not assumed to be
a smooth variety, but just a (reduced, but not necessarily irreducible) algebraic variety.
However, in order to have the statement for such varieties of dimension n, it is enough to prove
it for smooth, irreducible, n-dimensional varieties. Indeed, using resolution of singularities,
we can find a proper surjective morphism g: 77 — T, with 77 n-dimensional and smooth (but
possibly disconnected). Consider the Cartesian diagram

X rox

o

72T
and let Z/ = h*(Z). The assertion follows by noting that

and thus Z ~ W, = h(Z' ~ W) is closed in Z if W/, is open in Z'.

We now prove that W, is open in Z by induction on dim(7'). The assertion is clear if
dim(7T) = 0, hence we may and will assume that dim(7") > 1. We first show that the subset
W, C Z is constructible. Indeed, note first that if Tp C T is a nonempty open subset that
satisfies condition iiz), then

Wo N H(Th) = {z e NI NZ | ax(X,Z) > o}t

is open in Z N u~!(Tp). On the other hand, we can apply the induction hypothesis to the
morphism p~ YT \ Ty) — T ~\ Ty and the hypersurface Z N p~ (T \ Tp) to conclude that
Wo N~ YT N Tp) is open in p= (T ~\ Tp) (as we have discussed, the fact that 7'\ Ty might
not be smooth is not an issue). Therefore W,, is constructible.

Since W, is constructible, in order to prove that it is open in Z, it is enough to show
that if W C Z is an irreducible locally closed subvariety of Z, of positive dimension, and
x € W is such that W \ {z} C Z \ W,, then =z ¢ W,. Of course, we may assume that
W dominates T, since otherwise we are done by induction. Arguing by contradiction, let us
assume that z € W,. In this case it follows from (35) that &, (X, Z) > « and thus there is an
open neighborhood V' of = in Z such that (X, Z) > o for all y € V. On the other hand, if
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To C T is a nonempty open subset that satisfies property iiz), then W N u~1(To) NV contains
some y # x. In this case we have

&y (X

) Zuty) = (X, 2) = a,

hence y € W, a contradiction. This completes the proof of iiy).
The finiteness of the set

{@(Xu(@)s Zuw) | € Z}

now follows easily by induction on dim(7"), using the fact that if Tj satisfies the condition in
iig), then

{02(Xu@), Zuw) |2 € w HT0) N Z} C{0a(X, 2Z) |z € p” (To) N Z}

and the right-hand side is clearly finite. Finally, if s: T" — X is a section of 7w such that
s(T) C Z, then

{teT|as(Xe,Z) >a} =5 ({2 € Z | @(Xuw) Zuw) = }),

and thus it is open in T'. This completes the proof of the lemma. O
We can now prove the properties of the minimal exponent in arbitrary codimension.

Proof of Theorem 1.2. Since all assertions are local with respect to X, we may and will
assume that Z is defined by the ideal generated by f1,..., fr € Ox(X). Let g =3 _; fiyi €
Ox(X)[y1,---,y,) and let Z' be the hypersurface defined by g in U = X x (A" \ {0}).
Note that Z x (A" \ {0}) C Z’. The plan is to use Theorem 1.1 to reduce to the case of
hypersurfaces. The only subtlety is that while the results concern local minimal exponents,
the description provided by Theorem 1.1 is not of a local nature. However, we will go around
this issue using the homogeneity of ¢ in ¥, ..., y.. More precisely, we have the following

Claim 4.19. If Xo C Z is a subset such that &, ) (g) > 7 for all (z,A) € Xy x (A"~ {0}),
then after replacing X by an open neighborhood of Xy, we may assume that a(g|i) > 7.

Indeed, consider the canonical projection 7: U — X x P"~1. Since g is homogeneous with
respect to y1,...,y,, it follows that the set

W = {(:c, N ez A (9) <7}

is equal to 71 (W), for some subset W/ C Z x P"~1. Since W is closed in U, we see that
W' is closed in Z x P"~1. By assumption, W’ N (X x P"!) = (. Tt follows that if F C X
is the projection of W', then after replacing X by X \ F, which is an open neighborhood of
Xy, we have a(g|y) > . This proves the above claim.

Let’s begin with the proof of i). Note that the hypothesis implies that Zy is a complete
intersection in H, of pure codimension r, defined by the ideal generated by fi|mg,..., frlm-
Let Ug = H x (AT ~ {O}) If v = a,(H, Zp), then after replacing X by a suitable open
neighborhood of z, we may assume that a(H, Zg) = v, hence a(g|y, ) = v by Theorem 1.1.
In this case, it follows from [MP20, Theorem E(1)] that a(; ) (g9) > v for every z € Zy
and every A € A" \ {0}. We deduce using Claim 4.19 that after possibly replacing X by
a neighborhood of Zp, we have a(g|y) > A. Another application of Theorem 1.1 gives
a(X,Z) > ~, which completes the proof of i).
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We next prove ii). Arguing as in the proof of Lemma 4.18, it is straightforward to see that
if ii1) and iiz) hold, then the other two assertions hold as well. Let us prove first ii;). We
need to show that for every x € Z, there is an open neighborhood U, of x such that

(36) &Z(XM(Z), Zu(z)) > o= &m(XM(I)7 ZM(I’)) for every ze€ U, NZ.

Let ¢ be the composition U = X X (A”" ~ {0}) — X % 7. For every t € T, we denote
by g¢ the restriction of g to Xy x A". After possibly replacing X by an open neighborhood
of z, we may and will assume that a@(X,,(;), Z,(z)) = @. By Theorem 1.1, we have

(37) a(g,u(:v)‘Uu(z)) > a.

Applying Lemma 4.18 for the smooth morphism ¢ and the hypersurface defined by ¢ in U,
we see that the set

Vo 1= {(27)‘) €Z X (Ar ~ {O}) ’ 62(z,/\)(gu(z)’Uu(z)) > a}
is open in Z x (A"~ {0}). Note that by (37), we have

(38) Zyz) X (AT~ A{0}) C Vi

Arguing as in the proof of Claim 4.19, we see that after possibly replacing X by an open
neighborhood of Z,,(,y, we may assume that &(g;) > a for all ¢ € T' (indeed, V,, is the inverse
image of an open subset W C Z x P"~! and we may take the open neighborhood of Zyu(z) to
be the complement in X of the projection of (X x P"~1) \\ W onto the first component). In
this case, Theorem 1.1 gives &(X4, Z;) > « for all t € T. Thus ii;) holds.

Keeping the same notation, we now prove iiz). Applying Lemma 4.18 for ¢ and the
hypersurface Z’ defined by g, we see that there is an open subset Tj of T' such that for every
t € Ty and every = € Z,, we have

(39) A\ (9t) = G a(g) forall Ae A"~ {0}
It is enough to show that for every ¢t € Ty and every x € Z;, we have
(40) 0z (X, Zy) = ax (X, Z).

We fix such ¢ and = and note that we may replace X by any open neighborhood of . The
inequality “<” in (40) always holds by part i) of the theorem, so we only need to prove that
(X, Zy) > ap := a, (X, Z). After possibly replacing X by a suitable neighborhood of z,
we may and will assume that a(X, Z) = ag, hence Theorem 1.1 gives a(g|y) = ap. By (39),
we thus have &, x)(g9¢) > ag for every 2’ € Z;, and A € A" \ {0}, and another application
of Theorem 1.1 gives (X, Z;) > a(Xy, Zt) > ap. This completes the proof of iiz).

Let us prove the inequality in iii). For A = (Ar,..., A) € A"~ {0}, we put gx = > 71 \i fi.
It follows from the assertion in iiz) that if A is general, then a(gy)) > a(g|v) = @(Z), where
the equality follows from Theorem 1.1. Since mult,(gy) > k, it follows from [MP20, Theo-
rem E(3)] that a,(gx) < %, and thus a(Z) < . Since the same argument applies to any
open neighborhood of z, we get a,(Z) < %. O

Remark 4.20. Note that the assertion in Theorem 1.2ii;) makes sense when 7" is any (reduced,
but not necessarily irreducible) variety. Moreover, the assertion in the general case can be
easily reduced to the case when T is smooth using resolution of singularities, as explained in
the proof of Lemma 4.18. Furthermore, the same argument implies that in this case, too, the
set {&x(Xu(:L’)7 Zu(ﬂf)) | x € Z} is finite.
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Remark 4.21. We can now see that if X is a smooth, irreducible variety and Z is a locally
complete intersection closed subscheme of X, of pure dimension, then for every singular point
x € Z, we have

1
az(X,Z) <dim(X) — iembdimx(Z),

where embdim,(Z) = dimc7,Z. Indeed, note first that if d = embdim,(Z), then after
possibly replacing X by an open neighborhood of z, we have a closed embedding Z — X',
where X’ is smooth, irreducible, of dimension d. Since x € Z is a singular point, the ideal
defining Z in X’ is contained in m2, where m, is the ideal defining z, hence Theorem 1.2iii)
gives a, (X', Z) < g. In this case Proposition 4.14 implies that
(X, Z) =dim(X) —d + a, (X', Z) < dim(X) — g
Our next goal is to give one nontrivial computation of minimal exponent when r > 1.
Before doing this, we give an easy lemma describing the singular locus of the hypersurface that
we associate to a complete inersection subscheme. We assume that we have global coordinates
Z1,...,Zp on the smooth variety X (that is, dzq,...,dx, trivialize Qx) and let 0y,,..., 0y,
be the corresponding derivations. As usual, we suppose that we have fi,...,f, € Ox(X)
that define a closed subscheme Z of X, of pure codimension r, and consider ¥ = X x A",
U=Xx(A"~{0}), and g =37, fiyi € Oy(Y). We denote by J]tc the transpose matrix of

the Jacobian matrix (0, (f,))”

Lemma 4.22. With the above notation, the singular locus of the hypersurface V(g) defined
by g inY is

V(g)sing = |_| {CC} X Wxa
r€Z

where W, = Ker J}(x) is a linear subspace of A" of dimension dimc(1,Z) — dim(Z), and

thus
V(Q’U)sing = |_| {JZ‘} X (Wm AN {0})

ersing

Proof. The singular locus V(g)sing is defined by the equations

(note that these imply g = 0 since g is homogeneous of degree 1 in yi,...,y,). The formula
for V(g)sing follows from the fact that

Oy(g)=fi for 1<i<r and 04(9)= Zylazj(fl) for 1<j<n.
i=1

We deduce the formula for dim(W,) from the fact that the rank of Jy at v € Z is n —
dimg(7,Z) and J; and J;‘z have the same rank. In particular, we see that W, # {0} if and
only if € Zgng, and we obtain the description of V(g|v)sing- O

Example 4.23. Let fi,..., f, € C[z1,...,2,| be homogeneous polynomials of degree d > 2
that define a smooth, irreducible variety of codimension r in P?~!. Therefore the subvariety
Z =V(fi,...,fr) € A™ is a complete intersection, with a unique singular point at 0. We
will show that

a(2) =3,
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generalizing the well-known formula for r = 1.

Let g = Y7, fiyi and U = A" x (A”” ~ {O}) We denote by By, respectively EU,
the D-modules on which we have the V-filtration (respectively, the microlocal V-filtration)
associated to gly and we simply write dy for dg,. Note that it follows from Lemma 4.22
and our assumption on Z that the singular locus of V(g|y) is equal to {0} x (A"~ {0}).

Recall that by (13), if A is such that (5U € V*By and its class 0y € GrV(BU) is nonzero, then
A = a(g|r). We will show that A = %

Recall that for every a € [0, 1)OQ, the filtered Dy-module (Gr“)‘/(BU), F ) is a filtered direct
summand of a mixed Hodge module. In particular, it is regular and quasi-unipotent along
every hypersurface in the sense of [Sai88, Section 3.2.1]. Moreover, its support is contained
in the singular locus of V(g|yr). On the other hand, we have an isomorphism of filtered
Dy-modules

(Gr{(By), F) ~ (Gr{:(By), F)
by [Sai94, (2.1.4)]. Finally, if we write A = k + «, where k € Z and « € [0, 1), it follows from
[Sai94, (2.2.3)] that we have a filtered isomorphism
¥+ (Gr)(By), F) — (Gr$(By), F[K]),

where F'[k] is the shifted filtration F[k], = Fp;x. We thus conclude that (Gr{\/(]EN?U), F) is
regular and quasi-unipotent along every hypersurface; moreover, its support is contained in
the subset defined by (z1,...,zy).

Note that by definition of theNHodge filtration on EUL we have 0y € EOEU and leéU =
®i<—10ydidy. Since oy € VABy, it follows that F_By C Zig—l 0iBy C VMIBy. We
thus see that F,lGri\/(EU) =0.

Since (Grf‘/(EU), F ) is regular and quasi-unipotent along every hypersurface, with support
contained in the zero-locus of x1, ..., x,, it follows from [Sai88, Lemme 3.2.6] that z1,...,x,

annihilate the first nonzero piece of the Hodge filtration on GrV(BU) In particular, if 6, =
S 20y, so that O, +n = >"" | 0,24, we see that (6, + n)dy = 0.

Note that by (4), we have
000 = Zx 0x,(9)0s0y = —dgd;du,

where the second equality follows from the fact that g is homogeneous of degree d with respect
to x1,...,x,. On the other hand, using again (4), we have

8(5(] = —6tt5U = —g@t(SU.
We thus conclude that
(0 +n)oy = (n + sd)dy =
Since s + A is nilpotent on GrV(BU) this implies A = 7.

5. THE MINIMAL EXPONENT AND THE HODGE FILTRATION ON LOCAL COHOMOLOGY

In this section, we give the proofs of Theorems 1.3 and 1.4 by applying the main theorems
of [CD21] to our case. We note that certain objects that will feature in this section have
natural structures of mixed Hodge modules in the sense of Saito’s theory [Sai90]. The relevant
thing for us is that they are D-modules endowed with canonical good filtrations.
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We fix a smooth, irreducible, n-dimensional complex algebraic variety X. Recall that for
every closed subscheme Z of X, the local cohomology sheaves of Ox with support in Z,
denoted H%(Ox), underlie mixed Hodge modules, see [Sai90]. For a brief overview of this
structure, see also [MP21, Section 3]. In what follows we assume that Z is a nonempty
closed subscheme of X defined by the ideal generated by fi,..., fr € Ox(X) and that Z has
pure codimension r in X. In this case we have H%(Ox) = 0 for all i # r, see for example
[MP21, Remark 2.6].

By [CD21, Theorem 1.2(b)], the sheaves H%(Ox) can be calculated as the cohomology
sheaves of the strict Koszul-type complex in the category of filtered Dx-modules

T(Br) i= |0 — Gi(By) 2t (N Grl (Br) e — - — Gy (Br) -ex Aea A Aey = 0]
=1

placed in cohomological degrees 0, ..., r (note that our convention is that the Hodge filtration
on By is defined to be

FyBs = €P Ox - 076,
| <q

which differs by a shift by r from the usual convention followed in [CD21]). Furthermore,
using [CD21, Theorem 1.1], we see that T'(By) is filtered quasi-isomorphic to the Koszul-type
complex

.
(41) 0= VOB L2t ANVIBe e, 5o 5 VB eg Aea Ao Aep =0

i=1
Since H%(Ox) = 0 for i # r, we deduce that the complex (41) is a filtered resolution of

V" Bg

L=
(tl, to,... ,tr)VT_IBf

and there is an isomorphism of filtered D-modules
(42) o: L—H,Ox.

Our main goal is to make the isomorphism (42) explicit. For this, we will make use of the
auxiliary filtered D-module M = 1 H"”,Ox, where t: X — X x A" is the graph embedding
associated to f1, fo,..., fr. Let H; C X X A" be the coordinate hyperplane defined by ¢; = 0
for 1 <4 < r. For every I C {1,...,7}, we consider the divisor H; = ), ; H; and let
Jr: Vi <= X x A" be the inclusion of the complement of H;. We put H = Hyy 1. Recall
that for any D-module N on X x A" underlying a mixed Hodge module, the D-module
(41)+737(N) is denoted by N (xH), and also underlies a mixed Hodge module. This filtered
D-module is just the localization of N at [],c; t;, but the Hodge filtration is rather subtle.

Let us consider the following Cech-type complex, placed in cohomological degrees 0, ..., 7,
in the category of filtered Dx x aor-modules:

K(Bg) := |0 — By — P B (xH;) — -+ — Bg(+H) = 0| .
=1
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This is a filtered resolution of M, placed in cohomological degree r. In fact, the complex
K (By) can be term-wise identified with the complex

0—>OX—>@OX[J2] .—>(’)X[f1f21 fj—m]

in the category of filtered Dx«ar-modules. In order to see this, note that for every I C
{1,...,r}, if Ur = X N V(fr) where f; = [[ic; fi, then Bg (xHj) is the D-module direct
image of Oy, via the locally closed embedding

Lt

Ur=0'(Vi) 5 Vi X x A7,

(in fact, it underlies the Hodge module direct image of Qg} [n] via this map) while 141 Ox [Tlf]
is the direct image of the same filtered D-module O, along the same locally closed embed-
ding, but factored as Uy — X <% X x A". We thus have a canonical identification

1
(43) Bf (*HI) = L+OX |:f[:| .
We conclude that, indeed, K (By) is a filtered resolution of M.

For future reference, let’s make the identification in (43) explicit in the case I = {1,...,r}
(which determines the corresponding identification for each I). If u =)  hoOfdf € B, then
using Lemma 7.4 we see that the identification (43) is such that

. Sty (- 1)\ \arh 1
“‘Z<a1> <a> ® 0 € 1+Ox {f1f2 f,l

«
where for o = (av,...,a,), we put ! = [[, ;! and £* = [, f/*. More generally, using
Lemma 7.2, we see that the identification (43) is such that if we write t¥ = [], t * for some
B=(P1,-.--,5) € 7%, then

-0 r_ﬁr —1)lelalh, 1
(44) t%“:za:(ﬁal 1>,.,<5 N >W®5feé+ox [f1f2 f'r:|

Since H',(Ox) is supported on Z, it follows that M is supported on X x {0}, hence we
are in the situation considered in Example 2.2. In particular, we see that we have an explicit

isomorphism 7: H(Ox) — VOM = Grl(M).
Lemma 5.1. Ifu € L is represented by u =) ha0f'd¢ € V" Bg, then

ha .
o(u) = [Z a1+1f§?+1 ] ”frqr+1] € Hz(Ox).

« 1

Proof. Before giving the proof, we need to introduce some notation. For a filtered D-module
N on X x A" underlying a mixed Hodge module, we consider the Cech-type complex

T

KW) = IO*N%@N(*HJ&% -~-%N(*H)'&A&A---Aér%t)] :
i=1

placed in cohomological degrees O, ...,r and the Koszul-type complex

T(/\/):[O—>Grv( t1,t27 St @Grv --—>Gr’{/(/\f)-el/\egA~-/\er—>O],
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also placed in degrees 0, ...,r. We have already mentioned that K (By) is a filtered resolution
of M and T'(B¢) is a filtered resolution of £. The isomorphism o is constructed using the
double complex

C=ToK(B), with C" =T (K/(Br))=@D @ Gri/(Be(xHy))er @&,
=i |J|=5
It is shown in the proof of [CD21, Theorem 6.5] that the canonical morphisms of complexes
Gri, (K(Bg)) = C** « Tot(C) — C*° = T(B)
are filtered quasi-isomorphisms. The isomorphism o is then obtained from the isomorphisms
Gri, (M) = H"(C™®) «— H"(Tot(C)) — H"(C*°) = L,

using the fact that GrY,(M) is isomorphic to H%(Ox) via 7.

We now proceed to make o explicit. An important fact is that for every J C {1,...,r}
and every j € J, we have an isomorphism

(45) ti: VOBp(xHy) — VO Be(xH;) for every o€ Q

(see part (a) of the proof of [CD21, Theorem 3.2]). In particular, if we denote by u €
GI'V(Bf) C Grv (Bg(xH)) the class of u € V" Bg, we see that we have a well-defined element

t1 - € GrY, (Bf(*H))
Clalm The class of (—7-u in Gr), (M) is 7(o()).

In order to prove the clalm, we need to find a cocycle in Tot"(C') that lifts u. Using again
the isomorphisms (45), we see that for every J C {1,...,r}, if we consider u € Gry,(Bg) C
Gry, (Bg(xHy)), then we have a well-defined element

1 .
i€ Gr, N (Be(xH))),
J

where t; =[] . We may thus consider the element

jGJ
sen(l,J
n=y el d) s e, e Tot" (C),
ly
I,J
where I,J run over the ordered index sets such that {1,...,r} is the disjoint union of I

and J. The claim follows if we show that n is a cocycle. Indeed, the projection of n to
c0 = T"(Bf) is W-ey1 Aea A+ Aey, while its projection to C%" = Gr, (K" (Bg)) is the class
Oftt ’LL 51/\62 “N&r

Let d be the differential of Tot(C'). In order to prove that n is a cocycle, we need to show
that the (K, L)-component (dn)g,r, of dn vanishes for every pair of ordered index sets K, L.
By the definition of 1, (dn) k1 is possibly non-zero only if |K|+|L| =r+1and KN L is a
singleton set {¢}. It follows that

(dn)cp, = SERENE Ditey el LA G &
| hr toe

- (SgD(K \{€}, L)es Aegv oy @ € + (1) Elsgn(K, L\ {£})ex ® & A fL\{Z}) :

rer Neg\(oy ® &L+ (-1 ek @& AN En\go

B to\{ey

=w
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Suppose that £ is the i-th element in K and it is the j-th element in L. Then
w = ((=1)""sgn(K\ {€}, L) + (=1)7 " ¥lsgn(K, L\ {€}))ex @ &2
= (=) RIS o ()R s ({03, KA\ {0}, L\ {})er @ &1
=0.
Thus, we have proved that 7 is a cocycle, completing the proof of the claim.

Recall now that u =) ha0fdr € V" Be. We deduce using (44) that the image of tl}.trﬂ
via Gr{, (Be(*H)) — Grl, (H" (K (Bg))) is the image of

s1—1 sp— 1\ (—plelain 1
_(ED®alha o s Ov |——
Z < oy > < a, )ffl“--ff‘r“ ® 0 €1 Cx |:f1f2"'fr:|

(67

in M =1, H%(Ox). Since we know that this element lies in VYM, it follows from Example 2.2
that its image via 77! is obtained by making s; = ... = s, = 0; we thus get the formula for
o(u) in the statement of the lemma. This completes the proof. O

Theorem 1.4 is a direct corollary of the above lemma.

Proof of Theorem 1.J. Because (42) is a filtered isomorphism,

F,V" By )
(tl, to, - ,tT)FpVT_le '
Every element of F,,V" By can be written as

> hadfde, for hg € Ox

la|<p

F,H,O0x =0 (

and the image of its class under o is
Z O[l! tee Oér!ha
a1+1 L. o+l
la|<p 71 "

by the lemma. This gives the assertion in the theorem. O

Proof of Theorem 1.3. We shall prove the equivalent statement that FpBy C V" By if and
only if FiH?,Ox = OyH,Ox. The “only if” part is clear: since the elements

1

1 1 1
1041+ f2C¥2+ . _f;?zr-i-

with oq,..., 0 > 0 and a1 + ag + - - + a, < k generate OpH,Ox (see for example [MP21,
Lemma 9.2]), the “only if” part follows from Theorem 1.4.

€ Hy(Ox)

For the reverse implication, we use induction on k. Suppose first that k = 0. Since
[ﬁ] € FyHY(Ox), it follows from Theorem 1.4 that locally on X, we can find h € Ox

such that hdg € V" Bg and (h — 1) lies in the ideal Zy defining Z. Therefore FyBg C V" By at
every point of Z (and outside of Z, this is automatic).

Suppose now we know the assertion for £ > 0 and let us prove it for k£ + 1. Since
F1H,O0x = Op41H, Ox, it follows from [MP21, Lemma 9.3] that F,H,Ox = OyH,Ox,
hence by the induction hypothesis we have 0§60 € V" By for all o with |a| < k. We need to
show that 0f'd¢ € V" By also for all a with |o| =k + 1.
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Since Fi11H,Ox = Op41H,Ox, it follows from Theorem 1.4 that the map

lBplh
g Fk+1VrBf — GI‘%_I (HTZ(Oz)), Z hﬁaf(sf — Z [W]
1B <k+1 Bl=h+1 - ’

is surjective. This implies that working locally on X, for every « with || = k+ 1 we can find
U = Z hawgaféf € V' By
|B|<k+1

a1+1 ar+1
T

that is mapped by o to v, = [al'o‘zlo"“'] € Grgﬂ (7—[%((’)2)) Note that since Z is a

complete intersection, GrgHH%(OZ) is a free Oz-module, with a basis given by the v,, with
|a| =k + 1 (see for example [MP21, Lemmas 9.1, 9.2]). This implies that hq o — 1 and hq g,
for a # 3, lie in Zz. It is then clear that for every o with |a| = k + 1 we have 07¢ € V" By
at every point of Z (this holds trivially on the complement of Z). This completes the proof

(134

of the induction step and thus the proof of the “if” part. O

We obtain the following consequence to the characterization of locally complete intersection
Du Bois singularities. We note that the “if” part is [Sch07, Corollary 5.8] and the full
equivalence in the case when Z is normal is [Kov99, Theorem 3.6] (note that if Z is normal
and locally complete intersection, then lct(X,Z) = r if and only if Z has log canonical
singularities by Inversion of Adjunction, see [EM04, Corollary 3.2]). A version of the “only
if” implication also appears in [Doh08, Theorem 4.2].

Corollary 5.2. If X is a smooth, irreducible variety and Z — X is a locally complete
intersection closed subscheme of pure codimension v, then Z has Du Bois singularities’ if
and only if let(X, Z) =r.

Proof. Recall first that lct(X, Z) < r and equality implies that Z is reduced: see Remarks 4.1
and 4.2. We may thus assume that Z is reduced. Since Z is locally a complete intersection, it
follows from [MP21, Theorem C] that Z has Du Bois singularities if and only if FyH?,(Ox) =
OoH'y(Ox) and this condition is equivalent to lct(X, Z) > r by Theorem 1.3. O

6. THE MINIMAL EXPONENT AND THE BERNSTEIN-SATO POLYNOMIAL

Let X be a smooth, irreducible, complex algebraic variety and Z a proper (nonempty)
closed subscheme of X, defined by the ideal a. In what follows we will make use of the
notation and definitions introduced in Section 2. Recall, in particular, that we discussed the
Bernstein-Sato polynomial bz(s) in the case when a is generated by nonzero global regular
functions fi, ..., f4. The general case can be easily reduced to this one (in fact, to the case
when X is affine) since for open subsets Uy,...,Uy of X such that Z C U; U...U Uy, we
have

(46) bz(s) = LCM{meUi(S) |1<i< N}
(with the convention that bz, (s) =1 if ZNU; = 0).

Proposition 6.1. If Z is locally a complete intersection in X, of pure codimension r, then
bz(—r) =0.

SWe note that the condition of having Du Bois singularities assumes, in particular, that Z is reduced.



V-FILTRATIONS AND MINIMAL EXPONENTS 33

Proof. If U is an open subset of X, then we deduce from (46) that bzny(s) divides bz(s).
It follows that after replacing X by a suitable affine open neighborhood of a point in Z, we
may assume that X is affine and the ideal a defining Z is generated by a regular sequence
fi,.o, fr € Ox(X). The condition in the definition of bz(s) can be reformulated as saying
that bz(s) is the monic polynomial of minimal degree such that

Si S1TU Sr+u
@0 b g S Dabseesd I )arepe

Wi
u€Z",|ul=1 u;<0 !

(see [BMSO06, Section 2.10]). Here we use the isomorphism (5), that maps d¢ to fi*--- f3r

ro

such that the action of —0y,t; corresponds to the action of s; (so that s = s; +...+s,). Note
also that (* ) denotes the polynomial ﬁsl(sZ — 1) (si+u; —1).

By making s = ... =s, = —1 in (47), we obtain the following relation in Ox|[1/f1--- f]:
1
(48) bz(—r) € Y Dx-firtefuh
R

Note that if u = (u1,...,u,) is such that |u| = 1, then there is i such that u; > 1, in which
case

Dy firt et e Dy T[T O fi fio £
JFi
Using (48), we thus conclude that

bz(—’r’) S ZOX l/fl fr]

fl fr

hence the class of bZ(—r)ﬁ in the local cohomology H,(Ox) is 0. Since this local coho-

mology sheaf is nonzero, generated by the class of ﬁ, we conclude that bz(—r) =0. O

From now on, for the rest of this section, we assume that 7 is a locally complete intersection
closed subscheme of X, of pure codimension r > 1. The above result motivates the following

Definition 6.2. We denote by 7(Z) the negative of the largest root of bz(s)/(s + r) (with
the convention that 7(Z) = oo if this polynomial is 1).

Remark 6.3. Note that since all roots of bz(s) are rational numbers, the same is true for
7(Z). Recall also that by formula (9), the largest root of bz(s) is —lct(X, Z), hence

(49) let(X, Z) = min {3(Z), r}.

Remark 6.4. Since Z is locally a complete intersection in X, of pure codimension r, it follows
from [BMS06, Theorem 4] that 7(Z) > r if and only if Z has rational singularities (the result
in loc. cit. requires Z to also be reduced, but the hypothesis 7(Z) > r implies lct(X, Z) = r,
and thus Z is reduced by Remark 4.2).

We will need the following easy result:

Lemma 6.5. If X = Spec(R) is a smooth affine variety and fi,..., fr € R form a regular
sequence, then for every k > 0, the sequence t1,...,t. is reqular on the finitely generated
R[t1,...,t;]-module F}Bs.
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Proof. For every k > 0, the quotient FyBg/Fy_1Bs is a free R-module. Moreover, each t;
acts on this quotient as multiplication by f;. The assertion in the lemma thus follows by
induction on k, using the fact that if

0—->M —-M-—->M'—0

is a short exact sequence of Rlt1,...,t,]-modules such that ¢, ..., %, is a regular sequence on
both M’ and M”, then it is a regular sequence also on M. O

We can now prove our result relating ¥(Z) and a(Z).

Proof of Theorem 1.6. After possibly replacing X by suitable affine open subsets, we may
and will assume that X is affine and the ideal defining Z is generated by a regular sequence
fi,..., fr. It follows from (34) and (49) that we have

min {¥(Z),r} =1ct(X, Z) = min {a(Z), r}.

Therefore both assertions in the theorem hold if lct(X, Z) < r. Hence from now on we may
and will assume that lct(X, Z) = r, which in light of (6), is equivalent to § € V" Bg. In order
to prove the two assertions in the theorem, it is enough to show the following:
(i) If ¢ is a nonnegative integer and v € (0,1] is a rational number such that 7(Z) >
r—1+q+~, then a(Z) > r — 1+ g+ ~; by definition of the minimal exponent, this
is equivalent to 8tﬁc5f € V"1 B for all B € ZZ, with |3] < q.

(ii) If 4" € (0,1] is a rational number such that a(Z) > r ++/, then 3(Z) > r + /.

We first prove (i), arguing by induction on ¢ > 0. If ¢ = 0, then we are done, since we are
assuming § € V" Bg. Suppose now that ¢ > 1. By the induction hypothesis, it is enough to
show that for every 5 € ZL,, with || = ¢—1, ifu = 8tﬁ<5f, then Oy,u € V"1 B for 1 <i < 7.
Furthermore, the induction hypothesis gives u € V" Bg. Let’s write b(s) := bz(s) = (s+7)p(s).

By definition of bz(s), we have
(50) b(s)VOR -6 C VIR - 6.
We first note that for every ¢ with 1 <i < ¢ — 1, if 8’ € Z%, is such that |3’| = ¢ — i, then
there is 8" € ZL, with [8"| = ¢ —i — 1 such that
(51) b(s — q+ )00 VOR - 6¢ C 0 VOR - 6.
Indeed, it follows from Lemma 7.3 that if we take any 8" € Z%, with |[3”| = ¢ —i — 1 and
B; > B} >0 for all j, then
b(s —q+ )07 VIR - 6¢ = 07 b(s)VOR - 6 COP VIR - 6¢ C 0Y VOR - 6.
Applying (51) for all # with 1 <i < g — 1, as well as (50), we obtain
b(s)b(s — 1) ---b(s — g+ 1)05¢ C b(s)VOR - 6¢ C V'R - ¢ C V' By.
Note now that we can write
b(s)b(s —1)---b(s —q+1) = (s + r)pa(s),

where
q—1

pl(s):(s+r—1)---(3+r—q+1)‘Hp(s—i).
i=0
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The assumption that 7(Z) > r — 1 + ¢ +  implies that pi(s) has no roots in the interval
(—r —~,—r]. Since (s +r)u € V" By (recall that u € V" Bg) and p1(s)(s +r)u € V"1 B, we
conclude that (s + r)u € V"™ Bg. By assumption, we have u € F,_1Bg, hence (s + r)u €
F V™ B¢ (where for every p € Z>( and every a € Q, we put F,V*By = F,Bf N V*By).

Consider now the map

(1B ) Fy

Since v > 0, it follows from [CD21, Theorem 1.1] that the map is surjective, hence we may
write

r
(S + ’I”)U = thum
=1

with u; € FqV’"_HVBf for1<i<r. Since s+r = — 2221 t;0;, we obtain

Zti(ui + 0y,u) = 0.

i=1

Using the fact that ¢i,...,%, form a regular sequence on F,Bf by Lemma 6.5, we conclude
that for every i, we have

T
U; + Gtiu € Zti . Ffo C VrBf,
i=1
where the inclusion follows from the fact that we already know, by induction, that F,_1Bf C
V" B¢ and thus F,Bf C 2;21 O, - V"B C V"=l B¢. We thus conclude that

Oy, u = (uj + Oy u) — u; € VI By

This completes the proof of (i).

We next prove (ii). We will make use of the results in Section 3. By definition of a(Z),
we know that 0;,0¢ € V'~177 Bg for 1 < i < r. Theorem 3.3 (see also equation (16)) thus
gives y;0q4 € V’”‘Wlég for 1 <4 <r. By Lemma 3.1, we have v := (s + )0y = > ;_; Oy, yi0g €
VT+7/§9. Using the description (12), we deduce that all roots of by(s) are < —(r +'). On
the other hand, the inclusions

Zv(s)(s + 1)y C VIR . (s +1)og C VIiR. dg,

imply that Egg divides by(s)(s + 7). Since by(s) = ggg (see Remark 3.5), we conclude that
¥(Z) > r ++/. This completes the proof of the theorem. O

We can now show that the equality F1 = O; on H’(Ox) implies that Z has rational
singularities.

Proof of Corollary 1.7. It follows from Theorem 1.6 that a(Z) > r if and only if ¥(Z) >
r. By [BMS06, Theorem 4], this holds if and only if Z has rational singularities (see also
Remark 6.4). The last assertion in the corollary now follows from Theorem 1.3. O
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7. APPENDIX: SOME FORMULAS INVOLVING DIFFERENTIAL OPERATORS

In this appendix we collect for ease of reference some easy computations involving differ-
ential operators. We work in the ring C(t, 9y, 8t_l> and put s = —0;t.

Lemma 7.1. For every m > 1 we have [0;,t™] = mt™ ! and for every m € Z we have
[t,0"] = —ma;“—l.

Proof. The first formula follows from the more general fact that for every derivation D and
every regular function f, we have [D, f] = D(f). The second formula is clear if m = 1 and
the general case follows by induction on |m/|, using the fact that

[t, 0] = (to™ — Ot) 0y + O (t0y — Out) = [t, OOy — O},
which immediately implies that the formula holds for m if and only if it holds for m+1. [

Lemma 7.2. For every m > 1, we have
oMt = (=1)"s(s—=1)---(s—m+1).

Proof. The assertion is clear when m = 1 and the general case follows by induction on m,
writing

O™ = QA ™ + OO ™ = (D4t + m)O™,
where the last equality follows using Lemma 7.1. O

Lemma 7.3. For every m € Z and every P € C[s], we have P(s)0;" = 0;"P(s +m).

Proof. It is easy to see that it is enough to prove the equality when P is a monomial and
then that it is enough to prove it when P = s. In this case we have

SO — Qs = — 0t O 4 Ot = —0y[t, O] = ma",

where the last equality follows from Lemma 7.1. O

The proof of the next lemma is similar and we leave it for the reader.

Lemma 7.4. For every m € Z>o and every P € Cls], we have P(s)t™ =t™P(s —m).
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