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Abstract. We define and study a notion of minimal exponent for a locally complete in-
tersection subscheme Z of a smooth complex algebraic variety X, extending the invariant
defined by Saito in the case of hypersurfaces. Our definition is in terms of the Kashiwara-
Malgrange V -filtration associated to Z. We show that the minimal exponent describes how
far the Hodge filtration and order filtration agree on the local cohomology Hr

Z(OX), where
r is the codimension of Z in X. We also study its relation to the Bernstein-Sato polynomial
of Z. Our main result describes the minimal exponent of a higher codimension subscheme
in terms of the invariant associated to a suitable hypersurface; this allows proving the main
properties of this invariant by reduction to the codimension 1 case. A key ingredient for our
main result is a description of the Kashiwara-Malgrange V -filtration associated to any ideal
(f1, . . . , fr) in terms of the microlocal V -filtration associated to the hypersurface defined by∑r
i=1 fiyi.

1. Introduction

Let X be a smooth, irreducible, complex algebraic variety. If Z is a nonempty hypersurface
in X, then the minimal exponent α̃(Z) of Z (written also as α̃(f) if Z is defined by f ∈
OX(X)) is an important invariant of the singularities of Z introduced by Saito [Sai94]. When
Z has isolated singularities, it can be described via asymptotic expansions of integrals along
vanishing cycles and it was studied extensively in the 80s, see for example [Var82], [Ste85], and
[Loe84]; in this setting, it has been known as complex singularity index or Arnold exponent
of Z. In general, it is defined as the negative of the largest root of the reduced Bernstein-Sato
polynomial of Z (with the convention that it is ∞ if this polynomial is 1, which is the case if
and only if Z is smooth). By results of Kollár [Kol97] and Lichtin [Lic89], it is known that the
minimal exponent refines an important invariant of singularities in birational geometry, the
log canonical threshold lct(X,Z); more precisely, we always have lct(X,Z) = min{α̃(Z), 1}.
Our main goal in this paper is to introduce and study a generalization of the minimal exponent
to the case when Z is locally a complete intersection in X.

Before giving the definition in the general context, we recall the connection between the
minimal exponent of hypersurfaces and two important D-module theoretic constructions as-
sociated to Z, the Hodge filtration on the local cohomology H1

Z(OX) of OX along Z and the
Kashiwara-Malgrange V -filtration associated to Z. Recall that if Z is any closed subscheme
of X, the local cohomology sheaves HqZ(OX) underlie mixed Hodge modules in the sense
of Saito’s theory [Sai90]. In particular, they carry a Hodge filtration: this is an increasing
filtration by coherent OX -modules which is compatible with the order filtration on the sheaf
DX of differential operators on X. If Z is a reduced hypersurface in X, then the only nonzero
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local cohomology isH1
Z(OX) = OX(∗Z)/OX (where OX(∗Z) is the sheaf of rational functions

with poles along Z). In this case it is known that for every k ≥ 0 we have

FkH1
Z(OX) ⊆ OkH1

Z(OX) := OX
(
(k + 1)Z

)
/OX

and Saito showed in [Sai16] that

(1) FkH1
Z(OX) = OkH1(OX) for all k ≤ p if and only if α̃(Z) ≥ p+ 1.

Using a refinement of this result to a setting involving twists by rational multiples of Z, as
well as properties of Hodge filtrations, it was shown in [MP20] that one can extend the known
properties of the Arnold exponent to arbitrary hypersurface singularities.

The proof of (1) makes use of results about V -filtrations. Let us briefly recall this notion,
due to Malgrange [Mal83] and Kashiwara [Kas83], in the more general context that is relevant
to this paper. Working locally, let us suppose that Z is a closed subscheme of X defined by
the ideal generated by nonzero regular functions f1, . . . , fd ∈ OX(X). If ι : X ↪→ X ×Ad is
the graph embedding associated to f = (f1, . . . , fd), that is, ι(x) =

(
x, f1(x), . . . , fd(x)

)
, then

the V -filtration is a decreasing filtration (V γBf )γ∈Q on

Bf := ι+OX =
⊕
β∈Zd≥0

OX∂βt δf ,

indexed by rational numbers, and characterized by a few properties (for details, see Section 2).
In the case of one function, the V -filtration plays an important role in the theory of mixed
Hodge modules. We also recall that in the case when we only have one function g ∈ OX(X),

Saito introduced in [Sai94] a related filtration, the microlocal V -filtration (V γB̃g)γ∈Q on

B̃g =
⊕
j∈Z
OX∂jt δg.

If Z is the hypersurface defined by g, then the minimal exponent α̃(Z) is described as follows:

α̃(Z) = sup{γ > 0 | δg ∈ V γB̃g}

(see [Sai16, (1.3.8)]). In terms of the usual V -filtration, this says that if q is a nonnegative
integer and γ ∈ (0, 1] is a rational number, then

(2) α̃(Z) ≥ q + γ if and only if ∂qt δg ∈ V γBg.

Suppose now that Z is a closed subscheme of X that is a locally complete intersection, of
pure codimension r ≥ 1. We define the minimal exponent α̃(Z) such that the analogue of
formula of (2) holds in this setting. Working locally, we may assume that Z is defined by the
ideal generated by f1, . . . , fr ∈ OX(X). In this case, we put

(3) α̃(Z) =

{
sup{γ > 0 | δf ∈ V γBf}, if δf 6∈ V rBf ;

sup{r − 1 + q + γ | ∂βt δf ∈ V r−1+γBf for |β| ≤ q}, if δf ∈ V rBf ,

where in the latter case, the supremum is over all nonnegative integers q and all rational

numbers γ ∈ (0, 1] with the property that ∂βt δf ∈ V r−1+γBf for all β = (β1, . . . , βr) ∈ Zr≥0,

with β1+. . .+βr ≤ q. In fact, the supremum in the definition is a maximum unless α̃(Z) =∞
(which we show is the case if and only if Z is smooth). We note that by [BMS06, Theorem 1],
which describes the multiplier ideals of Z in terms of V •Bf , we have

lct(X,Z) = min{α̃(Z), r}.
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We note that α̃(Z) does depend on the ambient variety and not just on Z. Whenever X
is not understood from the context, we write α̃(X,Z) in order to avoid confusion. However,
the dependence is easy to understand: the difference α̃(X,Z) − dim(X) only depends on Z
(see Proposition 4.14).

In order to prove the basic properties of the minimal exponent for local complete inter-
sections, we describe it as the minimal exponent of a hypersurface. Arguing locally, we may
again assume that Z has pure codimension r in X and it is defined in X by the ideal gener-
ated by f1, . . . , fr ∈ OX(X). We consider Y = X ×Ar, with coordinates y1, . . . , yr on Ar,
and let U = X ×

(
Ar r {0}

)
.

Theorem 1.1. With the above notation, if g =
∑r

i=1 fiyi ∈ OY (Y ), then

α̃(Z) = α̃(g|U ).

The proof of Theorem 1.1 relies on a general result of independent interest describing the
V -filtration associated to f1, . . . , fd ∈ OX(X) (without any complete intersection assumption)

in terms of the microlocal V -filtration associated to g =
∑d

i=1 fiyi ∈ OX(X)[y1, . . . , yd]; see
Theorem 3.3 for the precise statement. Another application of this connection is a relation
between b-functions corresponding to f1, . . . , fd and microlocal b-functions corresponding to
g. This greatly extends the main result of [Mus22], which says that the Bernstein-Sato
polynomial bZ(s) of Z is equal to the reduced Bernstein-Sato polynomial bg(s)/(s+ 1) of g.

The description in Theorem 1.1, together with the results on minimal exponents of hy-
persurfaces from [MP20], allow us to obtain similar results for local complete intersections.
In order to state these, it is convenient to use a local version of the minimal exponent.
If Z is a local complete intersection in X as above and x ∈ Z is a point, then we put
α̃x(Z) := maxV 3x α̃(V,Z ∩ V ), where the maximum is over the open neighborhoods V of x
in X.

Theorem 1.2. Let X be a smooth, irreducible, n-dimensional complex algebraic variety and
let Z be a local complete intersection closed subscheme of X, of pure codimension r.

i) If H is a smooth hypersurface in X that contains no irreducible component of Z and
ZH = Z ∩H ↪→ H, then for every x ∈ ZH , we have

α̃x(H,ZH) ≤ α̃x(X,Z).

ii) Given a smooth morphism µ : X → T such that for every t ∈ T , Zt := Z ∩ µ−1(t) ↪→
Xt = µ−1(t) has pure codimension r, then the following hold:
ii1) For every α ∈ Q>0, the set{

x ∈ Z | α̃x(Xµ(x), Zµ(x)) ≥ α}
is open in Z.

ii2) There is an open subset T0 of T such that for every t ∈ T0 and x ∈ Zt, we have

α̃x(Xt, Zt) = α̃x(X,Z).

In particular, the set
{
α̃x(Xµ(x), Zµ(x)) | x ∈ Z

}
is finite. Moreover, if s : T → X is a

section of µ such that s(T ) ⊆ Z, then the set
{
t ∈ T | α̃s(t)(Xt, Zt) ≥ α

}
is open in T

for every α ∈ Q>0.
iii) If x ∈ Z is a point defined by the ideal mx and the ideal defining Z at x is contained

in mk
x, for some k ≥ 2, then

α̃x(Z) ≤ n

k
.
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Another main result of the paper says that the minimal exponent controls the behavior of
the Hodge filtration on local cohomology. Recall that if Z is locally a complete intersection of
pure codimension r, the only nontrivial local cohomology of the structure sheaf is HrZ(OX),
and if Z is defined by f1, . . . , fr, then

HrZ(OX) = OX [1/f1 · · · fr]/
r∑
i=1

OX [1/f1 · · · f̂i · · · fr].

The Hodge filtration on this mixed Hodge module was studied in [MP21]. There is another
natural filtration, the order filtration (or Ext filtration) given by

OkHrZ(OX) =
{
u ∈ HrZ(OX) | Ik+1

Z u = 0
}
,

where IZ is the ideal defining Z. For every k ≥ 0 we have FkHrZ(OX) ⊆ OkHrZ(OX) and if
equality holds for k = p, then it holds for all k, with 0 ≤ k ≤ p. The singularity level p(Z)
of the Hodge filtration on HrZ(OX) is

p(Z) = sup
{
k ≥ 0 | FkHrZ(OX) = OkHr(OX)

}
,

with the convention that this is −1 if the above set is empty. With this notation, we prove

Theorem 1.3. If X is a smooth, irreducible, complex algebraic variety and Z is a local
complete intersection closed subscheme of X, of pure codimension r, then

p(Z) = max
{
bα̃(Z)c − r,−1

}
.

In particular, by combining Theorems 1.3 and 1.2, we see that the invariant p(Z) satisfies
analogous properties to those in Theorem 1.2. This was already shown in [MP21, Section 9]
by different methods. For an application of Theorem 1.3 to an Inversion-of-Adjunction type
statement, see Corollary 5.2. The main ingredient in the proof of Theorem 1.3 is the descrip-
tion of the Hodge filtration on HrZ(OX) in terms of the V -filtration on Bf . This relies on
the interplay between the Hodge filtration and the V -filtration for filtered D-modules that
underlie mixed Hodge modules. In the case of one function, this is built in the definition of
Hodge modules. However, the case of several functions is more subtle and has only recently
been elucidated in [CD21]. Using these results, we give the following description of the Hodge
filtration on local cohomology:

Theorem 1.4. If X is a smooth, irreducible, complex algebraic variety and f1, . . . , fr ∈
OX(X) define a complete intersection closed subscheme Z of codimension r, then for every
p ≥ 0, we have

FpHrZ(OX) =


∑
|α|≤p

α1! · · ·αr!hα
fα1+1

1 · · · fαr+1
r

 | ∑
|α|≤p

hα∂
α
t δf ∈ V rBf

 .

One interesting question that remains open is the precise relation between α̃(Z) and the
Bernstein-Sato polynomial of Z. We recall that for an arbitrary closed subscheme of the
smooth variety X, one can define a Bernstein-Sato polynomial bZ(s) ∈ Q[s], extending the
classical notion from the case of hypersurfaces (see [BMS06]). As in the classical case, all its
roots are negative rational numbers, with the largest root being − lct(X,Z). It is easy to
see that if Z is a (nonempty) local complete intersection of pure codimension r, then (s+ r)
divides bZ(s), see Proposition 6.1 below. By analogy with the definition of the minimal
exponent in the case of hypersurfaces, we define γ̃(Z) to be the negative of the largest root
of bZ(s)/(s+ r) (with the convention that this is infinite if bZ(s)/(s+ r) = 1).
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Question 1.5. If Z is locally a complete intersection in the smooth irreducible variety X,
of pure codimension r, do we have α̃(Z) = γ̃(Z)?

Note that in light of Theorem 1.3, a positive answer to Question 1.5 would provide a
positive answer to [MP21, Conjecture 9.11], relating the Hodge filtration on HrZ(OX) and
the invariant γ̃(Z). We can prove the following relation between the two invariants:

Theorem 1.6. With the notation in Question 1.5, we have α̃(Z) ≥ γ̃(Z) and

min
{
α̃(Z), r + 1

}
= min

{
γ̃(Z), r + 1

}
.

We recall that by [BMS06, Theorem 4], under the assumptions of Theorem 1.6, the sub-
scheme Z has rational singularities if and only if γ̃(Z) > r. By combining Theorems 1.3 and
1.6, we obtain the following result, which gives a positive answer to [MP21, Conjecture 8.4].

Corollary 1.7. If X is a smooth, irreducible variety and Z is a local complete intersection
closed subscheme of X, of pure codimension r, then Z has rational singularities if and only
if α̃(Z) > r. In particular, if F1HrZ(OX) = O1HrZ(OX), then Z has rational singularities.

Outline of the paper. In Section 2 we review the basic facts about V -filtrations and b-
functions. The following section is devoted to the result relating the V -filtration associated to

f1, . . . , fd and the microlocal V -filtration associated to
∑d

i=1 fiyi. In Section 4 we introduce
the minimal exponent of a locally complete intersection subscheme, prove the description
in Theorem 1.1, as well as various general properties of this invariant, including the ones
in Theorem 1.2. In Section 5 we relate the minimal exponent to the Hodge filtration on
local cohomology, proving Theorems 1.3 and 1.4. Finally, in the last section we discuss the
connection with the Bernstein-Sato polynomial and prove Theorem 1.6.

Acknowledgments. We would like to thank Mihnea Popa and Christian Schnell for many
discussions related to the subject of this work. We are also grateful to Karl Schwede for
providing some useful references.

2. Review of V -filtrations

In this section we recall the definition and some basic properties of V -filtrations. For de-
tails, we refer to [Kas83], [BMS06, Section 1], and [Sai88, Section 3.1]. Let X be a fixed
smooth, irreducible, complex algebraic variety. Recall that DX denotes the sheaf of differen-
tial operators on X. In this paper all D-modules will be left D-modules. For general facts
about D-modules, we refer to [HTT08].

Given nonzero regular functions f1, . . . , fd ∈ OX(X), we denote by a ⊆ OX the ideal
(f1, . . . , fd) and by Z the closed subscheme of X defined by a. We consider the graph
embedding

ι : X ↪→W = X ×Ad, ι(x) =
(
x, f1(x), . . . , fr(x)

)
and theD-module theoretic push-forwardBf = ι+(OX) (we denote by f the d-tuple (f1, . . . , fd)).
We denote the standard coordinates on Ad by t1, . . . , td and use multi-index notation, so for

β = (β1, . . . , βd) ∈ Zd≥0, we put tβ = tβ11 · · · t
βd
d and ∂βt = ∂β1t1 · · · ∂

βd
td

. We also put β! =
∏
i βi!

and |β| =
∑

i βi.
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It is convenient to consider Bf as an R-module on X, where R = DX〈t1, . . . , td, ∂t1 , . . . ∂td〉.
The general description of D-module push-forward via closed immersions gives

Bf =
⊕
β∈Zd≥0

OX∂βt δf ,

where the actions of OX and ∂ti are the obvious ones, while the actions of D ∈ DerC(OX)
and of the ti are given by

(4) D · h∂βt δf = D(h)∂βt δf −
d∑
i=1

D(fi)h∂
β+ei
t δf and ti · h∂βt δf = fih∂

β
t δf − βih∂

β−ei
t δf ,

where e1, . . . , ed is the standard basis of Zd. We will also consider on Bf the Hodge filtration1

given by

FpBf =
⊕
|β|≤p

OX∂βt δf .

It is sometimes convenient to consider the larger R-module B+
f corresponding to the push-

forward ι+
(
OX [1/f1 · · · fd]

)
, namely

B+
f =

⊕
β∈Zd≥0

OX [1/f1 · · · fd]∂βt δf .

It is easy to see that we have an isomorphism

(5) B+
f ' OX [1/f1 · · · , fd, s1, . . . , sd]f

s,

that maps δf to f s = fs11 · · · f
sd
d , where a derivation D ∈ DerC(OX) acts on f s in the expected

way:

D · f s =
d∑
i=1

siD(fi)

fi
f s.

We note that the action of ti on the left-hand side of (5) corresponds on the right-hand
side to the automorphism that maps si to si + 1, and similarly, the action of −∂titi on
the left-hand side of (5) corresponds on the right-hand side to multiplication by si. We
sometimes tacitly use this isomorphism to denote an element of B+

f by P (s1, . . . , sd)f
s, for

some P ∈ OX [1/f1 · · · , fd, s1, . . . , sd].

On R we consider the decreasing filtration

V mR =
⊕

|α|−|β|≥m

DXtα∂βt

for m ∈ Z. It is then clear that

V 0R = DX〈ti, ti∂tj | i, j〉 and V 1R =

d∑
i=1

ti · V 0R =

d∑
i=1

V 0R · ti.

The V -filtration on Bf is a decreasing, exhaustive filtration (V γBf )γ indexed by rational
numbers, which is discrete and left-continuous2 and satisfies the following properties:

1It is often the case that one shifts this filtration so that what we denote by FpBf is considered to be
Fp+dBf .

2This means that there is a positive integer ` such that V γBf has constant value for all γ in an interval of
the form

(
i−1
`
, i
`

]
, with i ∈ Z.
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i) Every V γBf is a coherent V 0R-submodule of Bf .
ii) ti · V γBf ⊆ V γ+1Bf and ∂ti · V γBf ⊆ V γ−1Bf for all i ≤ d and γ ∈ Q.

iii) V 1R · V γBf = V γ+1Bf if γ � 0.

iv) If s = −
∑d

i=1 ∂titi, then s+ γ is nilpotent of GrγV (Bf ) for all γ ∈ Q.

Here we put GrγV (Bf ) = V γBf/V
>γBf , where V >γBf =

⋃
β>γ V

βBf .

By the theory of Kashiwara [Kas83], extending a result of Malgrange [Mal83], there is a
unique such V -filtration. Uniqueness follows by easy arguments, while existence is a deeper
statement (in fact, a filtration with these properties exists on more general DW -modules, we
will say more about this at the end of this section).

Remark 2.1. We note that for every γ ∈ Q, we have V γBf |XrZ = Bf |XrZ .

We recall that the V -filtration on Bf induces on OX ' OXδf the filtration by the multiplier
ideals of a (for the definition and basic properties of multiplier ideals, we refer to [Laz04,
Section 9]). More precisely, it follows from [BMS06, Theorem 1] that for every γ ∈ Q>0, we
have

{h ∈ OX | hδf ∈ V γBf} = J (aγ−ε), for 0 < ε� 1.

In particular, we have

(6) δf ∈ V γBf if and only if γ ≤ lct(a),

where lct(a) is the log canonical threshold of a, characterized as min{λ > 0 | J (aλ) 6= OX}
(we also denote this by lct(X,Z)).

The existence of V -filtrations is closely related to the existence of b-functions. Recall that
for every u ∈ Bf , the b-function bu(s) of u is the monic generator of the ideal

(7)
{
b(s) ∈ C[s] | b(s)u ∈ V 1R · u

}
.

We note that the condition in (7) is equivalent to b(s)V 0R · u ⊆ V 1R · u: this follows
easily from Lemmas 7.3 and 7.4 in the Appendix and the fact that for all i and j, we have
ti∂tj · V 0R ⊆ V 0R and ti · V 0R ⊆ V 1R. It follows from the results in [Kas83] (see also
[BMS06]) that for every u ∈ Bf , the ideal (7) is nonzero and thus bu(s) is well-defined.
Moreover, all its roots are rational. The V -filtration can then be described as

(8) V γBf =
{
u ∈ Bf | all roots of bu(s) are ≤ −γ}.

In particular, for u = δf ∈ Bf , the b-function bu(s) is the Bernstein-Sato polynomial of the
ideal a, introduced and studied in [BMS06]; this only depends on a (not on the choice of
f1, . . . , fd) and we denote it by bZ(s). In the case d = 1 and f = f1, this is the b-function of
a hypersurface, introduced independently by Bernstein and Sato; we also denote it by bf (s).
Note that for any d, it follows from (6) and (8) that

(9) max{λ ∈ Q | bZ(λ) = 0} = − lct(X,Z).

Suppose now that d = 1, so we have only one nonzero regular function, that we denote f .
In this case, Saito introduced in [Sai94] the microlocal V -filtration associated to f , defined
as follows. Instead of Bf , we consider

B̃f :=
⊕
j∈Z
OX∂jt δf ,
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which is a left module over R̃ = DX〈t, ∂t, ∂−1
t 〉. Note that the relation [∂t, t] = 1 implies

[∂−1
t , t] = −∂−2

t . The action of OX and of ∂t, ∂
−1
t on B̃f are the obvious ones, while the action

of derivations and of t are given by the following analogue of (4): for every D ∈ DerC(OX),
h ∈ OX , and j ∈ Z, we have

(10) D · h∂jt δf = D(h)∂jt δf − hD(f)∂j+1
t δf and t · h∂jt δf = fh∂jt δf − jh∂

j−1
t δf .

The V -filtration on R̃ is defined as before: for m ∈ Z, we have

V mR̃ =
⊕
i−j≥m

DXti∂jt ,

where this time i ∈ Z≥0 and j ∈ Z. It is easy to see that

V 0R̃ = DX〈t, t∂t, ∂−1
t 〉 and V jR̃ = ∂−jt · V 0R̃ = V 0R̃ · ∂−jt for all j ∈ Z.

The Hodge filtration on B̃f is given by

FpB̃f =
⊕
i≤p
OX∂itδf .

On the other hand, the microlocal V -filtration on B̃f is given by

V γB̃f = V γBf ⊕
⊕
j≥1

OX∂−jt δf for γ ≤ 1

and
V γB̃f = ∂−jt V γ−jB̃f for γ > 1,

where j ∈ Z is such that 0 < γ − j ≤ 1. The following properties follow easily from the
properties of the V -filtration on Bf :

i) V 1R̃ · V γB̃f ⊆ V γ+1B̃f for all γ ∈ Q.

ii) Every V γB̃f is a finitely generated V 0R̃-module and it generates B̃f over R̃.

iii) s+ γ is nilpotent on GrγV (B̃f ) for every γ ∈ Q.

A useful property of the microlocal V -filtration is that for every j ∈ Z and every γ ∈ Q,

multiplication by ∂jt gives an isomorphism

(11) ∂jt : V γB̃f ' V γ−jB̃f

(see [Sai94, Lemma 2.2]).

Given u ∈ B̃f , the microlocal b-function b̃u(s) ∈ C[s] is the monic generator of the ideal{
b(s) ∈ C[s] | b(s)u ∈ V 1R̃ · u

}
(the fact that this ideal is nonzero and all roots of b̃u(s) are rational, follows from the fact

that V γB̃f ⊆ V 1R̃ · u for γ � 0). We have the following analogue of (8) describing the
microlocal V -filtration in terms of microlocal b-functions:

(12) V γB̃f =
{
u ∈ B̃f | all roots of b̃u(s) are ≤ −γ}.

An important example is that when u = δf ∈ B̃f , when we write b̃f (s) for b̃δf (s). If f is not
invertible, then it is easy to see that bf (s) = bδf (s) is divisible by (s+ 1), and in fact we have

b̃f (s) = bf (s)/(s+ 1)

(see [Sai94, Proposition 0.3]).
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Under the same assumption that f is not invertible, the negative of the largest root of
bf (s)/(s+1) is the minimal exponent α̃(f), that we also write as α̃(H) if H is the hypersurface
defined by f . Here we make the convention that α̃(f) = ∞ if bf (s)/(s + 1) = 1. Note that
by (9), we have min

{
α̃(H), 1

}
= lct(X,H). We also recall that by a result of Saito (see

[Sai93, Theorem 0.4]), we have α̃(H) > 1 if and only if H has rational singularities. For a
discussion of minimal exponents and basic properties, see [MP20, Section 6]. One property
that is very relevant for us is its connection with the V -filtration: it follows from (12) and

the fact that bf (s)/(s+ 1) = b̃f (s) that

(13) α̃(H) = sup{γ ∈ Q≥0 | δ ∈ V γB̃f}.

In terms of the V -filtration on Bf , this is equivalent to the fact that for every nonnegative
integer q and every rational number γ ∈ (0, 1], we have

(14) α̃(H) ≥ q + γ if and only if ∂qt δf ∈ V γBf

(see [Sai16]).

We will also make use of a local version of the minimal exponent of hypersurfaces. If
f ∈ OX(X) and H are as above and x ∈ H, then

α̃x(f) := max
U3x

α̃(f |U ),

where the maximum is over all open neighborhoods U of x. With this notation, we have

α̃(f) = min
x∈H

α̃x(f).

We end this section with some general considerations regarding V -filtrations on more
general D-modules than we considered so far. Such V -filtrations, associated to certain mixed
Hodge modules, will be needed in Section 5. Recall that Saito’s theory of mixed Hodge
modules [Sai90] provides a functorial framework for Hodge theory. We only mention here
that a mixed Hodge module on a smooth variety X is a (regular holonomic) DX -module,
endowed with a good filtration (the Hodge filtration) and several other pieces of data (such
as a weight filtration and a Q-structure), but these will not be important for us. For a nice
introduction to this theory, see [Sch19].

Suppose now that as before, X is a smooth variety and Z is a closed subscheme of X,
defined by the ideal generated by f1, . . . , fd ∈ OX(X). Let ι : X ↪→ W = X × Ad be the
graph embedding. If (N , F ) is the filtered DW -module underlying a mixed Hodge module on
W , then a V -filtration always exists on N : it is uniquely characterized by conditions i)− iv)
analogous to those in the definition of the V -filtration on Bf . In the case r = 1, existence is
guaranteed by the definition of a mixed Hodge module, together with a certain compatibility
between the V -filtration and the F -filtration (see [Sai88, Section 3.2]). Existence of the V -
filtration for arbitrary r can be deduced from the case r = 1 using Verdier specialization (see
for example [BMS06, Section 1]). The fact that in this case, too, there is a compatibility
between the V -filtration and the F -filtration is more subtle, see [CD21]. On the other hand,
it is easy to see that the functors V α(−) and GrαV (−) are exact on categories of DY -modules
that admit V -filtrations (see [Sai88, Corollaire 3.1.5]).
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There are two special cases to keep in mind. One is that when N = ι+P, where P is a
DX -module underlying a mixed Hodge module on X. In this case we have

N = P ⊗OX Bf =
⊕
α∈Zd≥0

P ⊗ ∂αt δf .

Another important case is that when Supp(N ) ⊆ X × {0}. In this case it follows from
Kashiwara’s equivalence (see [HTT08, Section 1.6]) that if N0 = {u ∈ N | tiu = 0, 1 ≤ i ≤ d},
then

N =
⊕
α∈Zd≥0

∂αt N0 ' i′+(N0),

where i′ : X × {0} ↪→ Y is the inclusion. In this case the V -filtration on N is given by
V γN = 0 for γ > 0 and for every m ≤ 0 we have

(15) V γN =
⊕
|α|≤−m

∂αt N0 for m− 1 < γ ≤ m.

Indeed, it is easy to see that this satisfies the conditions i)− iv) for being a V -filtration (see
[Sai88, Lemme 3.1.3] for the case r = 1 and the proof in the general case is analogous).

Example 2.2. Suppose that N = ι+P, where P is a DX -module with Supp(P) ⊆ Z. In this
case we have Supp(N ) ⊆ X × {0} and we can use the description of the V -filtration in (15).
Note that in this case we have an isomorphism

τ : P '−→ N0 = V 0N = gr0
V (N ),

where the equalities follow from (15). Indeed, it is straightforward to see that an element
u =

∑
α uα ⊗ ∂αt δf lies in N0 if and only if for every α ∈ Zd≥0 and every i with 1 ≤ i ≤ d, we

have uα+ei = fiuα
(αi+1) . This implies that taking

τ(u) =
∑

α∈Zd≥0

1
α! f

αuα ⊗ ∂αt δf ,

we get an isomorphism as asserted, where for α = (α1, . . . , αd), we put fα =
∏
i f

αi
i (note

that τ(u) only has finitely many terms because by assumption (f1, . . . , fd)
mu = 0 for m� 0).

Note that if we know that u =
∑

α uα ⊗ ∂αt δf ∈ N0, then τ−1(u) = u0.

For future reference, we note that in this case, if we have an element

u =
m∑
i=1

Qi(s1, . . . , sd)ui ⊗ δf ∈ N0,

for some u1, . . . , um ∈ P and Q1, . . . , Qm ∈ C[s1, . . . , sd], then τ−1(u) =
∑m

i=1Qi(0, . . . , 0)ui.
Indeed, we may write

Qi =
∑

α∈Zd≥0

c(i)
α

(
s1

α1

)
· · ·
(
sr
αr

)
for 1 ≤ i ≤ m.

In this case, using Lemma 7.2 we see that
m∑
i=1

Qi(s1, . . . , sd)ui =
m∑
i=1

∑
α∈Zd≥0

(−1)|α|c
(i)
α

α! ui ⊗ ∂α1
t1
tα1
1 · · · ∂

αd
td
tαdd δf
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=

m∑
i=1

∑
α∈Zd≥0

(−1)|α|c
(i)
α

α! fαui ⊗ ∂αt δf

and thus τ−1(u) =
∑m

i=0 c
(i)
0 ui ⊗ δf =

∑m
i=0Qi(0, . . . , 0)ui.

3. General V -filtrations via microlocal V -filtrations along hypersurfaces

Let X be a smooth, irreducible, complex algebraic variety. In this section we consider

nonzero regular functions f1, . . . , fd ∈ OX(X) and let g =
∑d

i=1 fiyi ∈ OY (Y ), where Y =

X×Ad and we denote by y1, . . . , yd the standard coordinates on Ad. Our goal is to relate the

V -filtration on Bf =
⊕

α∈Zd≥0
OX∂αt δf and the microlocal V -filtration on B̃g =

⊕
j∈ZOY ∂

j
zδg

(note that we denote by z the extra variable that acts on B̃g in order to avoid confusion with
the variables t1, . . . , td that act on Bf ).

Note that g is homogeneous of degree 1 with respect to the grading on OY such that OX
lies in degree 0 and deg(yi) = 1 for all i. We have a corresponding grading on DY such
that deg(∂yi) = −1 for all i. Furthermore, on DY 〈z, ∂z, ∂−1

z 〉 we have a grading such that
deg(z) = 1 = deg(∂−1

z ) and deg(∂z) = −1.

We can write

B̃g =
⊕
j∈Z

⊕
α∈Zd≥0

OXyα∂jzδg.

If for every m ∈ Z we put

B̃(m)
g =

⊕
α∈Zd≥0

OXyα∂|α|−mz δg,

then it follows easily from the formulas (10) and the fact that g is homogeneous of degree

1 that the decomposition B̃g =
⊕

m∈Z B̃
(m)
g makes B̃g a graded DY 〈z, ∂z, ∂−1

z 〉-module. Let

θy :=
∑d

i=1 yi∂yi ∈ DY .

Lemma 3.1. For every m ∈ Z and every u ∈ B̃(m)
g , we have (θy − s)u = mu.

Proof. We may and will assume that u = hyα∂
|α|−m
z δg, for some h ∈ OX . On one hand, we

have

θy ·u =
d∑
i=1

αiyihy
α−ei∂|α|−mz δg−

d∑
i=1

yifihy
α∂|α|−m+1

z δg = |α|hyα∂|α|−mz δg− ghyα∂|α|−m+1
z δg.

On the other hand, we have

su = −∂zzu = −ghyα∂|α|−m+1
z δg +

(
|α| −m

)
hyα∂|α|−mz δg,

and the formula in the lemma follows. �

Note that V γB̃g is preserved by the action of θy − s for every γ ∈ Q. By Lemma 3.1,

the decomposition B̃g =
⊕

m∈Z B̃
(m)
g is an eigenspace decomposition with respect to the

endomorphism θy − s. We deduce that we get an induced decomposition

V γB̃g =
⊕
m∈Z

V γB̃(m)
g , where V γB̃(m)

g = V γB̃g ∩ B̃(m)
g .
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We get a corresponding decomposition

GrγV (B̃g) =
⊕
m∈Z

GrγV (B̃(m)
g ), where GrγV (B̃(m)

g ) = V γB̃(m)
g /V >γB̃(m)

g .

Finally, we note that it follows from (11) that

(16) V γB̃(m)
g = ∂−mz V γ−mB̃(0)

g for all γ ∈ Q,m ∈ Z.

We now define the map that will allow us to compare the V -filtration on Bf with the

microlocal V -filtration on B̃g. Let ϕ : B̃g → Bf be the unique OX -linear map such that

(17) ϕ(yα∂jzδg) = ∂αt δf for all α ∈ Zd≥0, j ∈ Z.

It is clear from the definition that for every m ∈ Z, ϕ induces an isomorphism of OX -modules

B̃
(m)
g ' Bf . We collect in the following proposition some basic properties of ϕ.

Proposition 3.2. With the above notation, the following hold:

i) The map ϕ is DX-linear.

ii) We have ϕ(∂zu) = ϕ(u) = ϕ(∂−1
z u) for every u ∈ B̃g.

iii) We have ϕ(yiu) = ∂tiϕ(u) for every u ∈ B̃g and 1 ≤ i ≤ d.

iv) We have ϕ(∂yiu) = −tiϕ(u) for every u ∈ B̃g and 1 ≤ i ≤ d.

v) We have ϕ(su) = (s−m)ϕ(u) for every u ∈ B̃(m)
g , where m ∈ Z.

Proof. For i), since ϕ is OX -linear by definition, it is enough to show that ϕ(Du) = Dϕ(u)

for every D ∈ DerC(OX) and every u ∈ B̃g. We may and will assume that u = hyα∂jzδg for

some h ∈ OX , α ∈ Zd≥0 and j ∈ Z. In this case we have

ϕ(Du) = ϕ
(
D(h)yα∂jzδg − hD(g)yα∂j+1

z δg
)

= ϕ
(
D(h)yα∂jzδg −

d∑
i=1

hD(fi)y
α+ei∂j+1

z δg
)

= D(h)∂αt δf −
d∑
i=1

hD(fi)∂
α+ei
t δf = D · h∂αt δf = Dϕ(u).

This completes the proof of i).

The assertions in ii) and iii) follow directly from definition. In order to prove iv), we may

assume that u = hyα∂jzδg for some h ∈ OX , α ∈ Zd≥0 and j ∈ Z. We then have

ϕ(∂yiu) = ϕ
(
hαiy

α−ei∂jzδg − fihyα∂j+1
z δg

)
= αih∂

α−ei
t δf − fih∂αt δf = −ti · h∂αt δf = −tiϕ(u).

We thus obtain the assertion in iv).

Finally, in order to prove v), we note that by Lemma 3.1, if u ∈ B̃(m)
g , then su = (θy−m)u,

hence using iii) and iv), we have

ϕ(su) = ϕ
(
(θy −m)u

)
=

d∑
i=1

ϕ(yi∂yiu)−mϕ(u) = −
d∑
i=1

∂titiϕ(u)−mϕ(u) = (s−m)ϕ(u).

�
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We now come to the main result of this section. Let us denote by ϕ0 the restriction of ϕ

to B̃
(0)
g . Note that since ϕ0 is bijective, the assertion in the next theorem together with (16)

say that the V -filtration on Bf and the microlocal V -filtration on B̃g determine each other.

Theorem 3.3. With the above notation, for every γ ∈ Q, we have

V γB̃(0)
g = ϕ−1

0 (V γBf ).

Proof. The argument is similar to that proving the uniqueness of V -filtrations (see for example
[Sai88, Lemme 3.1.2]). Recall that we write

R = DX〈t1, . . . , td, ∂t1 , . . . , ∂td〉 and R̃ = DY 〈z, ∂z, ∂−1
z 〉.

Let’s prove first the inclusion

(18) V γBf ⊆W γBf := ϕ0(V γB̃(0)
g ) for all γ ∈ Q.

Note that by definition W •Bf is an exhaustive, decreasing filtration indexed by rational

numbers, which is discrete and left continuous (since the microlocal filtration on B̃g has these
properties) and Proposition 3.2i) implies that each W γBf is a DX -submodule of Bf . This
filtration also satisfies

(19) ti ·W γBf ⊆W γ+1Bf for all γ ∈ Q, 1 ≤ i ≤ d.

Indeed, note that if u ∈ V γB̃
(0)
g , then −∂−1

z ∂yiu ∈ V γ+1B̃
(0)
g and it follows from properties

ii) and iv) in Proposition 3.2 that

ti · ϕ0(u) = ϕ0(−∂−1
z ∂yiu) ∈W γ+1Bf .

We also have

(20) ∂ti ·W γBf ⊆W γ−1Bf for all γ ∈ Q, 1 ≤ i ≤ d.

Indeed, if u ∈ V γB̃
(0)
g , then ∂zyiu ∈ V γ−1B̃

(0)
g , and it follows from properties ii) and iii) in

Proposition 3.2 that
∂ti · ϕ0(u) = ϕ0(∂zyiu) ∈W γ−1Bf .

In particular, we see that each W γB is a V 0R-submodule of Bf .

Furthermore, for every γ ∈ Q, we have

(21) s+ γ is nilpotent on GrγW (Bf ).

Indeed, assertion v) in Proposition 3.2 gives ϕ(su) = sϕ(u) for every u ∈ B̃(0)
g and we know

that s+ γ is nilpotent on GrγV (B̃g).

We can now prove the inclusion (18). If γ, γ′ are distinct rational numbers, then both
s+ γ and s+ γ′ are nilpotent on

(22)
V γBf ∩W γ′Bf

(V >γBf ∩W γ′Bf ) + (V γBf ∩W>γ′Bf )

(this follows from (21) and the fact that s + γ is nilpotent on GrγV (Bf ) by definition of the
V -filtration on Bf ). This implies that the quotient in (22) is 0. We deduce that

(23) V γBf ⊆W γBf + V >γBf for all γ ∈ Q.

Indeed, if u ∈ V γBf , since W •Bf is exhaustive, there is γ′ such that u ∈ W γ′Bf . If γ′ ≥ γ,
then we are done. Suppose now that γ′ < γ. The fact that the quotient in (22) is 0 implies

that we can write u = u1+u2, with u1 ∈ V >γBf∩W γ′Bf and u2 ∈ V γBf∩W>γ′Bf . Note that
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u lies in the right-hand side of (23) if and only if u2 does. Also, we have u2 ∈ V γBf ∩W γ′′Bf

for some γ′′ > γ′. We can repeat the argument with u replaced by u2; since W •Bf is discrete,
we see that after finitely many steps we conclude that u ∈W γBf + V >γBf .

Using the fact that the filtration V •Bf is discrete, we deduce from (23) that for every γ,
γ′ ∈ Q, we have

(24) V γBf ⊆W γBf + V γ′Bf .

We next note that given γ ∈ Q, it follows from property iii) in the definition of the V -filtration
on Bf that there is an integer q0 such that for every integer q ≥ q0, we have

V γ+qBf ⊆ V q−q0R · V γ+q0Bf .

On the other hand, since V γ+q0Bf is a finitely generated V 0R-module and W •Bf is exhaus-
tive, there is β such that V γ+q0Bf ⊆ W βBf . By taking q such that q − q0 + β ≥ γ, we
conclude that

V γBf ⊆W γBf + V γ+qBf ⊆W γBf + V q−q0R ·W βBf ⊆W γBf +W β+q−q0Bf ⊆W γBf ,

where the first inclusion follows from (24) and the third one follows from (19) and (20). This
completes the proof of (18).

In order to complete the proof of the theorem, it is enough to also show that

ϕ0(V γB̃(0)
g ) ⊆ V γBf for all γ ∈ Q.

In fact, we will prove the equivalent statement that

(25) V γB̃g ⊆ UγB̃g :=
⊕
m∈Z

∂−mz ϕ−1
0 (V γ−mBf ) for all γ ∈ Q.

It is clear from the definition that U•B̃g is an exhaustive, decreasing filtration indexed
by rational numbers (since the V -filtration on Bf has these properties). Moreover, if ` is a
positive integer such that V γBf is constant for γ in each interval of the form

(
i−1
` ,

i
`

]
, with

i ∈ Z, then it follows from the definition that UγB̃g is constant for γ in such an interval.

Therefore U•B̃g is discrete and left continuous.

Note next that by Proposition 3.2i), every UγB̃g is a DX -submodule of B̃g. Moreover, it
follows directly from the definition that

∂jz · UγB̃g ⊆ Uγ−jB̃g for all γ ∈ Q, j ∈ Z.

We also have

(26) z · UγB̃g ⊆ Uγ+1B̃g for all γ ∈ Q.

Indeed, if u ∈ ϕ−1
0 (V γ−mBf ) for some m ∈ Z, then using the fact that [z, ∂−mz ] = m∂−m−1

z

(see Lemma 7.1 in the Appendix), we have

z∂−mz u = ∂−mz (zu+m∂−1
z u) = ∂−m−1

z (∂zzu+mu) = ∂−m−1
z (−su+mu).

Note that −su+mu ∈ B̃(0)
g and using Proposition 3.2 we see that

ϕ0(−su+mu) = −(s−m)ϕ0(u) ∈ V γ−mBf ,

hence z∂−mz u ∈ Uγ+1B̃g, proving (26). In particular, we see that each UγB̃g is a V 0R̃-module.
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Finally, s + γ is nilpotent on GrγU (B̃g) for every γ ∈ Q. Indeed, suppose that u0 ∈
ϕ−1

0 (V γ−mBf ). In this case

ϕ0

(
(s+ γ −m)Nu

)
= (s+ γ −m)Nϕ0(u) ∈ V >γ−mBf

for N � 0, where the equality follows from Proposition 3.2v). Since P (s)∂−mz = ∂−mz P (s−m)
for every P ∈ C[s] (see Lemma 7.3 in Appendix), it follows that

(s+ γ)N∂−mz u = ∂−mz (s+ γ −m)Nu ∈ U>γB̃g for N � 0.

We can now prove the inclusion (25). Since the argument is very similar to that we used
in the proof of (18), we omit some of the details. First, we see that

(27)
V γB̃g ∩ Uγ

′
B̃g

(V >γB̃g ∩ Uγ′B̃g) + (V γB̃g + U>γ′B̃g)
= 0 for γ 6= γ′

using the fact that both s + γ and s + γ′ are nilpotent on this quotient. As before, we use

the fact that U•B̃g is exhaustive and discrete and V •B̃g is discrete to deduce from (27) that
for every γ, γ′ ∈ Q, we have

(28) V γB̃g ⊆ UγB̃g + V γ′B̃g.

Let us fix now γ ∈ Q. Since V 0B̃g is a finitely generated V 0R̃-module and each UβB̃g is a

V 0R̃-module, it follows that there is β ∈ Q such that V 0B̃g ⊆ UβB̃g. If we take γ′ ∈ Z such
that γ′ + β ≥ γ, then using (28) and (11) we conclude that

V γB̃g ⊆ UγB̃g + V γ′B̃g = UγB̃g + ∂−γ
′

z · V 0B̃g

⊆ UγB̃g + ∂−γ
′

z · UβB̃g ⊆ UγB̃g + Uγ
′+βB̃g ⊆ UγB̃g.

This completes the proof of the theorem. �

We end this section with another application of the map ϕ, relating b-functions (with
respect to f1, . . . , fd) to microlocal b-functions (with respect to g).

Proposition 3.4. For every m ∈ Z and every u ∈ B̃(m)
g , we have

b̃u(s−m) = bϕ(u)(s).

Proof. By definition of b̃u(s), working locally on X, we can find P ∈ V 1R̃ =
∑

a−b≥1DY za∂bz
such that

(29) b̃u(s)u = Pu.

We may and will assume that deg(P ) = 0. This implies that we can write P =
∑d

i=1 ∂yiPi
for some P1, . . . , Pd of degree 1. If we put Qi = ∂zPi for all i, then P =

∑d
i=1 ∂yi∂

−1
z Qi.

Applying ϕ to (29), we obtain

(30) ϕ
(
b̃u(s)u) = ϕ(Pu).

By Proposition 3.2v), the left-hand side of (30) is equal to b̃u(s−m)ϕ(u). On the other hand,
it follows from properties ii) and iv) in Proposition 3.2 that the right-hand side of (30) is
equal to

d∑
i=1

ϕ(∂yi∂
−1
z Qiu) = −

d∑
i=1

ti · ϕ(Qiu).
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Note that for every i, we have

Qi ∈
∑
α,β,a,b

DXyα∂βy za∂bz,

where a, b ∈ Z are such that a ≥ b and a ≥ 0, while α, β ∈ Zd are such that |α| ≤ |β|
(this follows from the condition on a and b and the fact that deg(Qi) = 0). We can write
za∂bz = (za∂az )∂b−az ∈ C[s] · ∂b−az (see Lemma 7.3 in Appendix), hence using Proposition 3.2
we conclude that for every i, we have

ϕ(Qiu) ∈
∑
|α|≤|β|

DX [s] · ∂αt tβ · ϕ(u) ⊆ V 0R · ϕ(u).

We thus conclude that

b̃u(s−m)ϕ(u) ∈
d∑
i=1

ti · V 0R · ϕ(u) ⊆ V 1R · ϕ(u),

hence by the definition of bϕ(u)(s), we have

(31) bϕ(u)(s) divides b̃u(s−m).

Going in the opposite direction, it follows from the definition of bϕ(u)(s) that, working

locally on X, there is T ∈ V 1R such that

bϕ(u)(s)ϕ(u) = Tϕ(u).

We can write

T =
∑

|α|≥|β|+1

Tα,βt
α∂βt , with Tα,β ∈ DX .

Let us consider

T̃ =
∑

|α|≥|β|+1

Tα,β(−y)α∂βy ∂
|β|−|α|
z ∈ V 1R̃,

of degree 0, so T̃ u ∈ B̃(m)
g . Using Proposition 3.2, we see that

ϕ
(
bϕ(u)(s+m)u

)
= bϕ(u)(s)ϕ(u) = Tϕ(u) = ϕ(T̃ u).

Since the restriction of ϕ to B̃
(m)
g is injective, we conclude that

bϕ(u)(s+m)u = T̃ u.

We deduce using the definition of b̃u that

(32) b̃u(s) divides bϕ(u)(s+m).

By combining (31) and (32), we see that b̃u(s−m) and bϕ(u)(s) are monic polynomials that
divide each other, hence they are equal. �

Remark 3.5. Note that if we apply the above proposition for u = δg ∈ B̃(0)
g , then we recover

the fact that the Bernstein-Sato polynomial of the ideal (f1, . . . , fd) coincides with the mi-
crolocal b-function of δg (which, as we have mentioned in Section 2, is equal to bg(s)/(s+ 1)).
This is the main result in [Mus22].
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4. The minimal exponent of a locally complete intersection subscheme

Our goal in this section is to define and study the minimal exponent of a locally complete
intersection subscheme. Let X be a smooth, irreducible complex algebraic variety and Z a
(nonempty) proper closed subscheme of X.

Remark 4.1. We note that in general we have lct(X,Z) ≤ codimX(Z). Indeed, the inclusion
Zred ↪→ Z implies lct(X,Z) ≤ lct(X,Zred), hence we may assume that Z is reduced. If U is
an open subset of X such that U ∩ Z is smooth and irreducible of codimension r in U , then
lct(X,Z) ≤ lct(U,Z ∩ U) = r.

Remark 4.2. Note also that if Z is Cohen-Macaulay, of pure codimension r, and lct(X,Z) = r,
then Z is reduced. Indeed, if this is not the case, then Z is not generically reduced (being
Cohen-Macaulay). It follows that we have an irreducible component Z0 of Z such that the
local ring OZ,Z0 is not a field; therefore the embedding dimension m of OZ,Z0 is positive.
After possibly replacing X by a suitable open subset that intersects Z0 nontrivially, we may
assume that Z is irreducible, Z0 is smooth, and there is a smooth, irreducible subvariety
W of X of dimension dim(Z0) + m = n − r + m such that Z is contained in W and, in
fact, the ideal defining Z in W is contained in the ideal I2

Z0/W
, where IZ0/W is the ideal

defining Z0 in W . By considering the exceptional divisor on the blow-up of W along Z0

and the description of lct(W,Z) in terms of log resolutions (see [Laz04, Example 9.3.16]),
it follows easily that lct(W,Z) ≤ codimW (Z0)/2 = m/2. On the other hand, we have
lct(X,Z) = lct(W,Z) + codimX(W ) (see for example [Mus02, Proposition 2.6]). Therefore
we have

lct(X,Z) = r −m+ m
2 = r − m

2 ≤ r −
1
2 .

Suppose now that Z is a locally complete intersection, of pure codimension r ≥ 1 in X.
We first consider the case when Z is globally a complete intersection, that is, there are
f1, . . . , fr ∈ OX(X) such that Z is defined by the ideal generated by f1, . . . , fr. In this case
we consider the V -filtration on Bf . Note that by (6) and Remark 4.1, we have δf 6∈ V γBf for
γ > r.

Definition 4.3. We define the minimal exponent α̃(Z), as explained in the introduction, by
the formula

(33) α̃(Z) =

{
sup{γ > 0 | δf ∈ V γBf}, if δf 6∈ V rBf ;

sup{r − 1 + q + γ | FqBf ⊆ V r−1+γBf}, if δf ∈ V rBf ,

We note that the value of α̃(Z) does not depend just on Z, but also on X (for the precise
way in which it depends on X, see Proposition 4.14 below). Because of this, whenever the
ambient variety is not clear from the context, we write α̃(X,Z) instead of α̃(Z).

Remark 4.4. Since the V -filtration is left continuous, the supremum in the definition is a
maximum, unless α̃(Z) = ∞ (which happens if and only if Z is smooth, see Remark 4.15
below).

Remark 4.5. It follows from the definition and (6) that

(34) lct(X,Z) = min
{
α̃(Z), r

}
.

Remark 4.6. If q1 and q2 are nonnegative integers and γ1, γ2 ∈ (0, 1] are rational numbers
such that q1 + γ1 ≥ q2 + γ2, and if Fq1Bf ⊆ V r−1+γ1Bf , then Fq2Bf ⊆ V r−1+γ2Bf . Indeed,
this is clear if q1 = q2, and if this is not the case, then our hypothesis implies q2 = q1− 1 and
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it is enough to show that if u = ∂βt δf , with |β| ≤ q1 − 1, then u ∈ V rBf . The assumption
implies ∂tiu ∈ V r−1Bf for all i and thus ti∂tiu ∈ V rBf . We conclude that

(s+ r)u = (−∂t1t1 − . . .− ∂tr tr + r)u = −
r∑
i=1

ti∂tiu ∈ V rBf .

For every γ 6= r, since s+ γ is nilpotent on GrγV (Bf ), it follows that s+ r is invertible on this
graded piece. Since (s+ r)u ∈ V rBf , using the discreteness of the V -filtration, we conclude
that u ∈ V rBf .

The same argument shows that in order to have FqBf ⊆ V r−1+γBf , it is enough to require

∂βt δf ∈ V r−1+γBf for all β with |β| = q.

Remark 4.7. Suppose that U1, . . . , UN are open subsets of X such that all Z∩Ui are nonempty

and Z ⊆ U1∪ . . .∪UN . Since ∂βt δf ∈ V γBf if and only if the same containment holds on each
Ui (note that the condition automatically holds over X rZ by Remark 2.1), it follows using
also the assertion in Remark 4.6 that

α̃(X,Z) = min
1≤i≤N

α̃(Ui, Z ∩ Ui).

Remark 4.8. The definition of α̃(Z) does not depend on the choice of f1, . . . , fr. By taking an
affine open cover of X and using Remark 4.7, we see that it is enough to prove this assertion
when X is affine. Suppose now that we have regular functions f1, . . . , fr and g1, . . . , gr such
that (f1, . . . , fr) = (g1, . . . , gr). The condition δf ∈ V γBf is equivalent to lct(X,Z) ≥ γ,
hence it is independent of the choice of generators for the ideal. We thus only need to show
that if q ∈ Z≥0 and γ ∈ (0, 1] is a rational number, then FqBf ⊆ V r−1+γBf if and only if
FqBg ⊆ V r−1+γBg.

Let us write gi =
∑

j ai,jfj for 1 ≤ i ≤ r. Note that D = det(ai,j) does not vanish at any
point in Z. After replacing X by the complement of the zero-locus of D, we may assume
that D is invertible (see Remark 4.7). In this case

u : X ×Ar → X ×Ar, u(x, t1, . . . , tr) =

x,∑
j

a1,jtj , . . . ,
∑
j

ar,jtj


is an isomorphism such that u(X × {0}) = X × {0} and Bg = u+Bf . We thus have an
isomorphism u∗ of R = DX〈t1, . . . , tr, ∂t1 , . . . , ∂tr〉 that keeps DX fixed and maps each ti to
a linear form in t1, . . . , tr and an isomorphism of R-modules τ : Bg → Bf (where we view Bf

as an R-module via u∗). This clearly has the property that τ(FqBg) = FqBf for every p and
using the uniqueness of the V -filtration, we see that τ(V γBg) = V γBf for all γ ∈ Q. It is
then clear that we have FqBf ⊆ V r−1+γBf if and only if FqBg ⊆ V r−1+γBg.

Suppose now that Z is an arbitrary locally complete intersection closed subscheme of X,
of pure codimension r ≥ 1. We can find open subsets U1, . . . , UN of X with Z ⊆

⋃N
i=1 Ui such

that each Z ∩Ui is nonempty and defined in Ui by an ideal generated by r regular functions
on Ui. In particular, each α̃(Ui, Z ∩ Ui) is well-defined.

Definition 4.9. With the above notation, the minimal exponent of Z is

α̃(Z) = α̃(X,Z) := min
1≤i≤N

α̃(Ui, Z ∩ Ui).
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Remark 4.10. It is easy to see, using Remark 4.7, that the definition is independent of the
choice of open subsets U1, . . . , UN . Moreover, given any open subsets V1, . . . , Vm of X, with
Z ⊆

⋃m
j=1 Vj such that each Z ∩ Vj is nonempty, we have

α̃(X,Z) = min
1≤j≤m

α̃(Vj , Z ∩ Vj).

Remark 4.11. In the case of hypersurfaces (that is, r = 1), we recover the usual definition of
the minimal exponent by (14).

Proposition 4.12. If π : Y → X is a surjective smooth morphism of smooth, irreducible
varieties, and Z is a locally complete intersection closed subscheme of X, of pure codimension
r, then α̃(X,Z) = α̃

(
Y, π−1(Z)

)
.

Proof. We may and will assume that Z is defined in X by the ideal generated by f1, . . . , fr ∈
OX(X) and let gi = fi ◦ π for 1 ≤ i ≤ r. Using the fact that π is smooth, it is then
straightforward to see that we have an isomorphism

Bg ' π∗Bf

such that for every p ∈ Z≥0 and every α ∈ Q, we get

FpBg ' π∗FpBf and V αBg ' π∗V αBf .

The assertion in the proposition then follows directly from the definition of the minimal
exponent. �

Our next goal is to describe the minimal exponent of Z via the minimal exponent of a hy-
persurface. Suppose that Z is a nonempty closed subscheme of X, of pure codimension r ≥ 1,
whose ideal is generated by f1, . . . , fr ∈ OX(X). We put g =

∑r
i=1 fiyi ∈ OX(X)[y1, . . . , yr].

Let U = X ×
(
Ar r {0}

)
⊆ Y = X ×Ar. We will freely use the notation in Section 3. The

following is the key observation:

Lemma 4.13. If γ ∈ Q and α ∈ Zr≥0
are such that yα∂

|α|
z δg ∈ V γB̃g r V >γB̃g and

yα∂
|α|
z δg|U ∈ V >γB̃g|U , then γ ≥ r and γ ∈ Z.

Proof. By assumption, if u is the class of yα∂
|α|
z δg in GrγV (B̃g), then u 6= 0, but there is N

such that (y1, . . . , yr)
Nu = 0. This implies that there is β ∈ Z≥0 such that v = yβu 6= 0, but

(y1, . . . , yr)v = 0. Note that u ∈ GrγV (B̃
(0)
g ), hence v ∈ GrγV (B̃

(m)
g ), where m = |β| ≥ 0. By

Lemma 3.1, we have (θy − s)v = mv.

On the other hand, since yiv = 0 for all i, we have

θyv =

r∑
i=1

yi∂yiui = −rv +

r∑
i=1

∂yiyiv = −rv,

hence (s + m + r)v = θyv + rv = 0. By definition of the V -filtration, s + γ is nilpotent on

GrγV (B̃g), and thus s+ λ is invertible on GrγV (B̃g) for every λ 6= γ. Since v 6= 0, we conclude
that γ = m+ r ≥ r, which completes the proof. �

We can prove now the equality α̃(Z) = α̃(g|U ).
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Proof of Theorem 1.1. It is enough to show that for every β ∈ Q>0, we have α̃(Z) ≥ β if and
only if α̃(g|U ) ≥ β. We treat separately the cases when β ≤ r and when β > r.

If β ≤ r, then by definition we have α̃(Z) ≥ β if and only if δf ∈ V βBf . By Theorem 3.3,

this is equivalent to δg ∈ V βB̃g. On the other hand, it follows from (13) that α̃(g|U ) ≥ β if and

only if δg ∈ V βB̃g on U . It is clear that if δg ∈ V βB̃g then this also holds after restricting to
U and we need to show that the converse holds. Arguing by contradiction, let us assume that

δg ∈ V βB̃g on U , but δg 6∈ V βB̃g. In this case, let β′ = max{γ ∈ Q≥0 | δg ∈ V γB̃g} < β ≤ r.
By assumption, we have δg ∈ V >β′B̃g on U , hence Lemma 4.13 implies β′ ≥ r, a contradiction.

If β > r, let us write β = r − 1 + q + γ, where q is a positive integer and γ ∈ (0, 1] is a
rational number. By definition, we have α̃(Z) ≥ β if and only if ∂αt δf ∈ V r−1+γBf for every

α ∈ Zr≥0 with |α| ≤ q. By Theorem 3.3, this holds if and only if yα∂
|α|
z δg ∈ V r−1+γB̃g for all

such α. On the other hand, it follows from (13) that α̃(g|U ) ≥ β if and only if δg ∈ V βB̃g on
U .

Note that U = U1 ∪ . . . ∪ Ur, where Ui is the complement of the zero-locus of yi. We thus

see that if yqi ∂
q
zδg ∈ V r−1+γB̃g, we have ∂qzδg ∈ V r−1+γB̃g on Ui, and thus δg ∈ V βB̃g on Ui

by (11). We conclude that if α̃(Z) ≥ β, then δg ∈ V βB̃g on U and thus α̃(g|U ) ≥ β.

In order to prove the converse, we argue by contradiction: we assume that δg ∈ V βB̃g on

U , but there is α ∈ Z≥0 with |α| ≤ q such that yα∂
|α|
z δg 6∈ V r−1+γB̃g. Let

β′ = max{η ∈ Q≥0 | yα∂|α|z δg ∈ V ηB̃f}.

Note that β′ < r− 1 + γ ≤ r. On the other hand, since δg ∈ V βB̃g on U , we have yα∂
|α|
z δg ∈

V β−|α|B̃g ⊆ V >β′B̃g on U . Applying Lemma 4.13, we get β′ ≥ r, a contradiction. �

Proposition 4.14. If Z is a locally complete intersection scheme of pure dimension and Z ↪→
X is a closed embedding, where X is a smooth, irreducible variety, then α̃(X,Z) − dim(X)
does not depend on X, but only on Z.

Proof. Let us consider two embeddings i : Z ↪→ X and i′ : Z ↪→ X ′, where both X and X ′

are smooth irreducible varieties. After comparing both these embeddings with the diagonal
embedding (i, i′) : Z ↪→ X×X ′, we see that we may assume that there is a smooth morphism
p : X ′ → X such that p ◦ i′ = i. Given any point x ∈ Z, we can choose regular systems
of parameters x1, . . . , xn in OX,i(x) and p∗(x1), . . . , p∗(xn), y1, . . . , ym in OX′,i′(x) such that
y1, . . . , ym vanish along i′(Z). In a suitable neighborhood of i′(x), we get an étale morphism
X ′ → X×Am, given by (p, y1, . . . , ym) that maps i′(Z) inside X×{0}. After taking a suitable
open cover of Z and using the invariance of the minimal exponent under étale morphisms
(see Proposition 4.12), we see that it is enough to prove that if X ′ = X ×Am and i′ = (i, 0),
then α̃(X ′, Z) = α̃(X,Z)+m. Of course, arguing by induction on m, we see that it is enough
to treat the case m = 1.

We may and will assume that X is affine, and the ideal defining Z in X is generated by
a regular sequence f1, . . . , fr ∈ OX(X). Of course, in this case the ideal defining Z in X ′ is
(f1, . . . , fr, z), where z denotes the coordinate on A1. Using the description of the minimal
exponent in Theorem 1.1, we see that it is enough to show that if we put U = X×

(
Arr{0}

)
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and U ′ = X ′ ×
(
Ar+1 r {0}

)
, and

g =
r∑
i=1

fiyi and g′ = zyr+1 +
r∑
i=1

fiyi,

then α̃(g′|U ′) = α̃(g|U ). Note that we can write U ′ = U ′1 ∪U ′2, where U ′2 is given by yr+1 6= 0
and U ′1 = U × Spec

(
C[yr+1, z]

)
. Note that the hypersurface defined by g′ in U ′2 is smooth,

while g′|U ′1 = g|U1 + zyr+1, hence

α̃(g′|U ′) = α̃(g′|U ′1) = α̃(g|U1) + 1,

where the second equality follows from the Thom-Sebastiani theorem for minimal exponents
(see [Sai94, Theorem 0.8]). �

We next use the description of the minimal exponent in Theorem 1.1 to prove some basic
properties of this invariant. Until the end of this section, we assume that X is a smooth,
irreducible, n-dimensional variety and Z is a closed subscheme of X that is locally a complete
intersection, of pure codimension r. Recall that if f ∈ OX(X) is nonzero and x ∈ X, then
the multiplicity multx(f) is the largest d such that f ∈ md

x, where mx is the ideal defining x.
Before introducing a local version of the minimal exponent, we make the following

Remark 4.15. We have α̃(Z) <∞ if and only if Z is singular (and in this case we have3 α̃(Z) ≤
n+r

2 ). In order to see this, we may and will assume that Z is defined by the ideal generated
by f1, . . . , fr ∈ OX(X), and let g =

∑r
i=1 fiyi. We use the fact that by Theorem 1.1, we

have α̃(Z) = α̃(g|U ), where U = X ×
(
Ar r {0}

)
. If Z is smooth, we may assume that

f1, . . . , fr are part of a system of coordinates f1, . . . , fn on X (that is, df1, . . . , dfn trivialize
ΩX). In this case it is easy to see4 that the singular locus of the hypersurface defined by g is
contained in X × {0} and thus α̃(g|U ) = ∞. Conversely, if Z is singular, then we may and
will assume that multx(f1) ≥ 2 for some x ∈ Z. If p = (1, 0, . . . , 0) ∈ Ar, then (x, p) ∈ U and
mult(x,p)(g) ≥ 2, hence α̃(g|U ) ≤ n+r

2 by [MP20, Theorem E(3)].

Suppose now that x ∈ Z is a fixed point. We define the minimal exponent of Z at x
as follows: it is clear from the definition that if V ′ ⊆ V are open neighborhoods of x, then
α̃(V ′, Z∩V ′) ≥ α̃(V,Z∩V ). Moreover, there is V such that for all V ′ as above, the inequality
is an equality. Indeed, otherwise we have a decreasing sequence of open neighborhoods Vi of
x such that

(
α̃(Vi, Z ∩ Vi)

)
i

is a strictly increasing sequence. If limi→∞ α̃(Vi, Z ∩ Vi) < ∞,
then we easily get a contradiction using the discreteness of the V -filtration. On the other
hand, if limi→∞ α̃(Vi, Z ∩ Vi) =∞, then it follows from Remark 4.15 that x ∈ Z is a smooth
point, hence it is enough to take V to be a neighborhood of x such that V ∩ Z is smooth.

Definition 4.16. Given a point x ∈ Z, we put

α̃x(Z) := max
V 3x

α̃(V,Z ∩ V ),

where the maximum is over all open neighborhoods V of x in X. Note that this maximum
exists by the previous discussion. Moreover, it follows from Remark 4.15 that α̃x(Z) =∞ if
and only if x is a smooth point of Z. As before, if the ambient space is not clear from the
context, we write α̃x(X,Z) instead of α̃x(Z).

3For a sharper estimate, see Remark 4.21 below.
4For a more general statement, see Lemma 4.22 below.
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Remark 4.17. It is a consequence of the definition of the minimal exponent, of the discreteness
of the V -filtration, and of Remark 4.15, that the set{

α̃x(Z) | x ∈ Z}
is a finite set. It is then clear that

α̃(Z) = min
{
α̃x(Z) | x ∈ Z

}
.

Furthermore, for every γ ∈ Q>0, the set
{
x ∈ Z | α̃x(Z) ≥ λ

}
is open in Z.

Slightly more generally, if X is a smooth, but possibly disconnected variety, and Z is a
locally complete intersection closed subscheme of X, with both X and Z pure dimensional,
then we can define α̃x(Z) for every x ∈ Z by restricting to the connected component of X
that contains x. This is useful, for instance, in the setting of Theorem 1.2, when we do not
assume that the fibers of µ are connected.

Before we prove the main properties of the minimal exponent in general, we need to handle
one such property in the special case of hypersurfaces.

Lemma 4.18. The assertion in Theorem 1.2ii) holds when r = 1.

We note that in the presence of a section s : T → X, the openness assertion in the lemma
is [MP20, Theorem E(2)]. However, for our purpose it will be important to have the stronger
openness assertion, that does not make reference to a section, since this is the one that will
allow us to handle arbitrary codimension. The proof follows closely the approach in [MP20]
(which in turn was modeled on the approach to prove the semicontinuity of log canonical
thresholds via multiplier ideals, see [Laz04, Example 9.5.41]). However, we include a detailed
proof for the benefit of the reader.

The proof of assertion ii1) makes use of the notion of Hodge ideals for Q-divisors, introduced
and studied in [MP19]. For every hypersurface Z in a smooth variety X, every nonnegative
integer p, and every positive rational number α, the corresponding Hodge ideal is denoted
by Ip(αZ). For p = 0, this is just the multiplier ideal J

(
(α − ε)Z

)
, where 0 < ε � 1, see

[MP19, Proposition 9.1] (since Z is a hypersurface, we follow the traditional notation to write
J (λZ) for what we denoted before by J (aλ), where a is the ideal defining Z). Moreover,
it was shown in [MP19] that many basic properties of multiplier ideals admit extensions to
Hodge ideals.

Recall that by definition of the log canonical threshold, we have lct(X,Z) ≥ α if and only
if J

(
(α − ε)Z

)
= OX for 0 < ε � 1. Similarly, it was shown in [MP20, Corollary C] that

if Z is reduced, p is a nonnegative integer, and α ∈ Q ∩ (0, 1], then α̃(Z) ≥ p + α if and
only if Ip(αZ) = OX . On the other hand, if Z is not reduced, then we automatically have
lct(X,Z) < 1, hence α̃(Z) = lct(X,Z) can be characterized using multiplier ideals.

Proof of Lemma 4.18. We first note that for every t ∈ T , the fiber Xt is a smooth subvariety
of the smooth variety X that contains no component of the hypersurface Z. Locally around
any x ∈ Xt, we can write Xt as a transverse intersection of dim(T ) smooth hypersurfaces in
X, so that successively applying [MP20, Theorem E(1)] to restrict to each of these smooth
hypersurfaces, we obtain

(35) α̃x(Xt, Zt) ≤ α̃x(X,Z).

We next show that there is a nonempty open subset T0 of T such that for every t ∈ T0 and
every x ∈ Xt, the inequality in (35) is an equality, thus proving the assertion in ii2) in our
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setting. One way to see this is by using the characterization of the minimal exponent in
terms of Hodge ideals and multiplier ideals and the fact that there is an open subset T0 such
that

J (λZt) = J (λZ) · OZt for all λ > 0, t ∈ T0

(see [Laz04, Theorem 9.5.35]) and, assuming that Z is reduced and thus Zt is also reduced
for general t ∈ T , a similar formula holds for Hodge ideals

Ip(λZt) = Ip(λZ) · OZt for all p ∈ Z≥0, λ ∈ Q>0, t ∈ T0

(see the last assertion in [MP19, Theorem 13.1]). Alternatively, one can use the characteriza-
tion of the minimal exponent in terms of the V -filtration in (13) and the results concerning
the behavior of the V -filtration with respect to non-characteristic restriction in [DMST06].

We next prove the assertion in ii1). For every α, let

Wα =
{
x ∈ Z | α̃x(Xµ(x), Zµ(x)) ≥ α

}
.

We first note that the assertion in ii1) makes sense also when T is not assumed to be
a smooth variety, but just a (reduced, but not necessarily irreducible) algebraic variety.
However, in order to have the statement for such varieties of dimension n, it is enough to prove
it for smooth, irreducible, n-dimensional varieties. Indeed, using resolution of singularities,
we can find a proper surjective morphism g : T ′ → T , with T ′ n-dimensional and smooth (but
possibly disconnected). Consider the Cartesian diagram

X ′

f
��

h // X

µ

��
T ′

g // T

and let Z ′ = h∗(Z). The assertion follows by noting that

W ′α :=
{
x ∈ Z ′ | α̃x(X ′f(x), Z

′
f(x)) ≥ α

}
= h−1(Wα),

and thus Z rWα = h(Z ′ rW ′α) is closed in Z if W ′α is open in Z ′.

We now prove that Wα is open in Z by induction on dim(T ). The assertion is clear if
dim(T ) = 0, hence we may and will assume that dim(T ) ≥ 1. We first show that the subset
Wα ⊆ Z is constructible. Indeed, note first that if T0 ⊆ T is a nonempty open subset that
satisfies condition ii2), then

Wα ∩ µ−1(T0) =
{
x ∈ µ−1(T0) ∩ Z | α̃x(X,Z) ≥ α

}
is open in Z ∩ µ−1(T0). On the other hand, we can apply the induction hypothesis to the
morphism µ−1(T r T0) → T r T0 and the hypersurface Z ∩ µ−1(T r T0) to conclude that
Wα ∩ µ−1(T r T0) is open in µ−1(T r T0) (as we have discussed, the fact that T r T0 might
not be smooth is not an issue). Therefore Wα is constructible.

Since Wα is constructible, in order to prove that it is open in Z, it is enough to show
that if W ⊆ Z is an irreducible locally closed subvariety of Z, of positive dimension, and
x ∈ W is such that W r {x} ⊆ Z rWα, then x 6∈ Wα. Of course, we may assume that
W dominates T , since otherwise we are done by induction. Arguing by contradiction, let us
assume that x ∈Wα. In this case it follows from (35) that α̃x(X,Z) ≥ α and thus there is an
open neighborhood V of x in Z such that α̃y(X,Z) ≥ α for all y ∈ V . On the other hand, if
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T0 ⊆ T is a nonempty open subset that satisfies property ii2), then W ∩µ−1(T0)∩V contains
some y 6= x. In this case we have

α̃y(Xµ(y), Zµ(y)) = α̃y(X,Z) ≥ α,

hence y ∈Wα, a contradiction. This completes the proof of ii1).

The finiteness of the set {
α̃x(Xµ(x), Zµ(x)) | x ∈ Z

}
now follows easily by induction on dim(T ), using the fact that if T0 satisfies the condition in
ii2), then {

α̃x(Xµ(x), Zµ(x)) | x ∈ µ−1(T0) ∩ Z
}
⊆
{
α̃x(X,Z) | x ∈ µ−1(T0) ∩ Z

}
and the right-hand side is clearly finite. Finally, if s : T → X is a section of π such that
s(T ) ⊆ Z, then{

t ∈ T | α̃s(t)(Xt, Zt) ≥ α
}

= s−1
({
x ∈ Z | α̃x(Xµ(x), Zµ(x)) ≥ α

})
,

and thus it is open in T . This completes the proof of the lemma. �

We can now prove the properties of the minimal exponent in arbitrary codimension.

Proof of Theorem 1.2. Since all assertions are local with respect to X, we may and will
assume that Z is defined by the ideal generated by f1, . . . , fr ∈ OX(X). Let g =

∑r
i=1 fiyi ∈

OX(X)[y1, . . . , yr] and let Z ′ be the hypersurface defined by g in U = X ×
(
Ar r {0}

)
.

Note that Z ×
(
Ar r {0}

)
⊆ Z ′. The plan is to use Theorem 1.1 to reduce to the case of

hypersurfaces. The only subtlety is that while the results concern local minimal exponents,
the description provided by Theorem 1.1 is not of a local nature. However, we will go around
this issue using the homogeneity of g in y1, . . . , yr. More precisely, we have the following

Claim 4.19. If X0 ⊆ Z is a subset such that α̃(x,λ)(g) ≥ γ for all (x, λ) ∈ X0 ×
(
Ar r {0}

)
,

then after replacing X by an open neighborhood of X0, we may assume that α̃(g|U ) ≥ γ.

Indeed, consider the canonical projection π : U → X ×Pr−1. Since g is homogeneous with
respect to y1, . . . , yr, it follows that the set

W :=
{

(x, λ) ∈ Z ′ | α̃(x,λ)(g) < γ}

is equal to π−1(W ′), for some subset W ′ ⊆ Z × Pr−1. Since W is closed in U , we see that
W ′ is closed in Z ×Pr−1. By assumption, W ′ ∩ (X0 ×Pr−1) = ∅. It follows that if F ⊆ X
is the projection of W ′, then after replacing X by X r F , which is an open neighborhood of
X0, we have α̃(g|U ) ≥ γ. This proves the above claim.

Let’s begin with the proof of i). Note that the hypothesis implies that ZH is a complete
intersection in H, of pure codimension r, defined by the ideal generated by f1|H , . . . , fr|H .
Let UH = H ×

(
Ar r {0}

)
. If γ = α̃x(H,ZH), then after replacing X by a suitable open

neighborhood of x, we may assume that α̃(H,ZH) = γ, hence α̃(g|UH ) = γ by Theorem 1.1.
In this case, it follows from [MP20, Theorem E(1)] that α̃(z,λ)(g) ≥ γ for every z ∈ ZH
and every λ ∈ Ar r {0}. We deduce using Claim 4.19 that after possibly replacing X by
a neighborhood of ZH , we have α̃(g|U ) ≥ λ. Another application of Theorem 1.1 gives
α̃(X,Z) ≥ γ, which completes the proof of i).



V -FILTRATIONS AND MINIMAL EXPONENTS 25

We next prove ii). Arguing as in the proof of Lemma 4.18, it is straightforward to see that
if ii1) and ii2) hold, then the other two assertions hold as well. Let us prove first ii1). We
need to show that for every x ∈ Z, there is an open neighborhood Ux of x such that

(36) α̃z(Xµ(z), Zµ(z)) ≥ α := α̃x(Xµ(x), Zµ(x)) for every z ∈ Ux ∩ Z.

Let ϕ be the composition U = X ×
(
Ar r {0}

)
→ X

µ−→ T . For every t ∈ T , we denote
by gt the restriction of g to Xt ×Ar. After possibly replacing X by an open neighborhood
of x, we may and will assume that α̃(Xµ(x), Zµ(x)) ≥ α. By Theorem 1.1, we have

(37) α̃(gµ(x)|Uµ(x)) ≥ α.

Applying Lemma 4.18 for the smooth morphism ϕ and the hypersurface defined by g in U ,
we see that the set

Vα :=
{

(z, λ) ∈ Z × (Ar r {0}) | α̃(z,λ)(gµ(z)|Uµ(z)) ≥ α
}

is open in Z ×
(
Ar r {0}

)
. Note that by (37), we have

(38) Zµ(x) ×
(
Ar r {0}

)
⊆ Vα.

Arguing as in the proof of Claim 4.19, we see that after possibly replacing X by an open
neighborhood of Zµ(x), we may assume that α̃(gt) ≥ α for all t ∈ T (indeed, Vα is the inverse

image of an open subset W ⊆ Z ×Pr−1 and we may take the open neighborhood of Zµ(x) to

be the complement in X of the projection of (X ×Pr−1) rW onto the first component). In
this case, Theorem 1.1 gives α̃(Xt, Zt) ≥ α for all t ∈ T . Thus ii1) holds.

Keeping the same notation, we now prove ii2). Applying Lemma 4.18 for ϕ and the
hypersurface Z ′ defined by g, we see that there is an open subset T0 of T such that for every
t ∈ T0 and every x ∈ Z ′t, we have

(39) α̃(x,λ)(gt) = α̃(x,λ)(g) for all λ ∈ Ar r {0}.

It is enough to show that for every t ∈ T0 and every x ∈ Zt, we have

(40) α̃x(Xt, Zt) = α̃x(X,Z).

We fix such t and x and note that we may replace X by any open neighborhood of x. The
inequality “≤” in (40) always holds by part i) of the theorem, so we only need to prove that
α̃x(Xt, Zt) ≥ α0 := α̃x(X,Z). After possibly replacing X by a suitable neighborhood of x,
we may and will assume that α̃(X,Z) = α0, hence Theorem 1.1 gives α̃(g|U ) = α0. By (39),
we thus have α̃(x′,λ)(gt) ≥ α0 for every x′ ∈ Zt, and λ ∈ Ar r {0}, and another application
of Theorem 1.1 gives α̃x(Xt, Zt) ≥ α̃(Xt, Zt) ≥ α0. This completes the proof of ii2).

Let us prove the inequality in iii). For λ = (λ1, . . . , λr) ∈ Arr{0}, we put gλ =
∑r

i=1 λifi.
It follows from the assertion in ii2) that if λ is general, then α̃(gλ) ≥ α̃(g|U ) = α̃(Z), where
the equality follows from Theorem 1.1. Since multx(gλ) ≥ k, it follows from [MP20, Theo-
rem E(3)] that α̃x(gλ) ≤ n

k , and thus α̃(Z) ≤ n
k . Since the same argument applies to any

open neighborhood of x, we get α̃x(Z) ≤ n
k . �

Remark 4.20. Note that the assertion in Theorem 1.2ii1) makes sense when T is any (reduced,
but not necessarily irreducible) variety. Moreover, the assertion in the general case can be
easily reduced to the case when T is smooth using resolution of singularities, as explained in
the proof of Lemma 4.18. Furthermore, the same argument implies that in this case, too, the
set
{
α̃x(Xµ(x), Zµ(x)) | x ∈ Z

}
is finite.
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Remark 4.21. We can now see that if X is a smooth, irreducible variety and Z is a locally
complete intersection closed subscheme of X, of pure dimension, then for every singular point
x ∈ Z, we have

α̃x(X,Z) ≤ dim(X)− 1

2
embdimx(Z),

where embdimx(Z) = dimC TxZ. Indeed, note first that if d = embdimx(Z), then after
possibly replacing X by an open neighborhood of x, we have a closed embedding Z ↪→ X ′,
where X ′ is smooth, irreducible, of dimension d. Since x ∈ Z is a singular point, the ideal
defining Z in X ′ is contained in m2

x, where mx is the ideal defining x, hence Theorem 1.2iii)
gives α̃x(X ′, Z) ≤ d

2 . In this case Proposition 4.14 implies that

α̃x(X,Z) = dim(X)− d+ α̃x(X ′, Z) ≤ dim(X)− d

2
.

Our next goal is to give one nontrivial computation of minimal exponent when r > 1.
Before doing this, we give an easy lemma describing the singular locus of the hypersurface that
we associate to a complete inersection subscheme. We assume that we have global coordinates
x1, . . . , xn on the smooth variety X (that is, dx1, . . . , dxn trivialize ΩX) and let ∂x1 , . . . , ∂xn
be the corresponding derivations. As usual, we suppose that we have f1, . . . , fr ∈ OX(X)
that define a closed subscheme Z of X, of pure codimension r, and consider Y = X ×Ar,
U = X ×

(
Ar r {0}

)
, and g =

∑r
i=1 fiyi ∈ OY (Y ). We denote by J tf the transpose matrix of

the Jacobian matrix
(
∂xj (fi)

)
i,j

.

Lemma 4.22. With the above notation, the singular locus of the hypersurface V (g) defined
by g in Y is

V (g)sing =
⊔
x∈Z
{x} ×Wx,

where Wx = Ker J tf (x) is a linear subspace of Ar of dimension dimC(TxZ) − dim(Z), and
thus

V (g|U )sing =
⊔

x∈Zsing

{x} ×
(
Wx r {0}

)
.

Proof. The singular locus V (g)sing is defined by the equations

∂y1(g) = . . . = ∂yr(g) = ∂x1(g) = · · · = ∂xn(g) = 0

(note that these imply g = 0 since g is homogeneous of degree 1 in y1, . . . , yr). The formula
for V (g)sing follows from the fact that

∂yi(g) = fi for 1 ≤ i ≤ r and ∂xj (g) =
r∑
i=1

yi∂xj (fi) for 1 ≤ j ≤ n.

We deduce the formula for dim(Wx) from the fact that the rank of Jf at x ∈ Z is n −
dimC(TxZ) and Jf and J tf have the same rank. In particular, we see that Wx 6= {0} if and

only if x ∈ Zsing, and we obtain the description of V (g|U )sing. �

Example 4.23. Let f1, . . . , fr ∈ C[x1, . . . , xn] be homogeneous polynomials of degree d ≥ 2
that define a smooth, irreducible variety of codimension r in Pn−1. Therefore the subvariety
Z = V (f1, . . . , fr) ⊆ An is a complete intersection, with a unique singular point at 0. We
will show that

α̃(Z) =
n

d
,



V -FILTRATIONS AND MINIMAL EXPONENTS 27

generalizing the well-known formula for r = 1.

Let g =
∑r

i=1 fiyi and U = An ×
(
Ar r {0}

)
. We denote by BU , respectively B̃U ,

the D-modules on which we have the V -filtration (respectively, the microlocal V -filtration)
associated to g|U and we simply write δU for δg|U . Note that it follows from Lemma 4.22

and our assumption on Z that the singular locus of V (g|U ) is equal to {0} ×
(
Ar r {0}

)
.

Recall that by (13), if λ is such that δU ∈ V λB̃U and its class δU ∈ GrλV (B̃U ) is nonzero, then
λ = α̃(g|U ). We will show that λ = n

d .

Recall that for every α ∈ [0, 1)∩Q, the filtered DU -module
(
GrαV (BU ), F

)
is a filtered direct

summand of a mixed Hodge module. In particular, it is regular and quasi-unipotent along
every hypersurface in the sense of [Sai88, Section 3.2.1]. Moreover, its support is contained
in the singular locus of V (g|U ). On the other hand, we have an isomorphism of filtered
DU -modules (

GrαV (B̃U ), F
)
'
(
GrαV (BU ), F

)
by [Sai94, (2.1.4)]. Finally, if we write λ = k+ α, where k ∈ Z and α ∈ [0, 1), it follows from
[Sai94, (2.2.3)] that we have a filtered isomorphism

∂kt :
(
GrλV (B̃U ), F

)
→
(
GrαV (B̃U ), F [k]

)
,

where F [k] is the shifted filtration F [k]p = Fp+k. We thus conclude that
(
GrλV (B̃U ), F

)
is

regular and quasi-unipotent along every hypersurface; moreover, its support is contained in
the subset defined by (x1, . . . , xn).

Note that by definition of the Hodge filtration on B̃U , we have δU ∈ F0B̃U and F−1B̃U =

⊕i≤−1OU∂itδU . Since δU ∈ V λB̃U , it follows that F−1B̃U ⊆
∑

i≤−1 ∂
i
tB̃U ⊆ V λ+1B̃U . We

thus see that F−1GrλV (B̃U ) = 0.

Since
(
GrλV (B̃U ), F

)
is regular and quasi-unipotent along every hypersurface, with support

contained in the zero-locus of x1, . . . , xn, it follows from [Sai88, Lemme 3.2.6] that x1, . . . , xn
annihilate the first nonzero piece of the Hodge filtration on GrλV (B̃U ). In particular, if θx =∑n

i=1 xi∂xi , so that θx + n =
∑n

i=1 ∂xixi, we see that (θx + n)δU = 0.

Note that by (4), we have

θxδU = −
n∑
i=1

xi∂xi(g)∂tδU = −dg∂tδU ,

where the second equality follows from the fact that g is homogeneous of degree d with respect
to x1, . . . , xn. On the other hand, using again (4), we have

sδU = −∂ttδU = −g∂tδU .
We thus conclude that

(θx + n)δU = (n+ sd)δU = 0.

Since s+ λ is nilpotent on GrλV (B̃U ), this implies λ = n
d .

5. The minimal exponent and the Hodge filtration on local cohomology

In this section, we give the proofs of Theorems 1.3 and 1.4 by applying the main theorems
of [CD21] to our case. We note that certain objects that will feature in this section have
natural structures of mixed Hodge modules in the sense of Saito’s theory [Sai90]. The relevant
thing for us is that they are D-modules endowed with canonical good filtrations.
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We fix a smooth, irreducible, n-dimensional complex algebraic variety X. Recall that for
every closed subscheme Z of X, the local cohomology sheaves of OX with support in Z,
denoted HiZ(OX), underlie mixed Hodge modules, see [Sai90]. For a brief overview of this
structure, see also [MP21, Section 3]. In what follows we assume that Z is a nonempty
closed subscheme of X defined by the ideal generated by f1, . . . , fr ∈ OX(X) and that Z has
pure codimension r in X. In this case we have HiZ(OX) = 0 for all i 6= r, see for example
[MP21, Remark 2.6].

By [CD21, Theorem 1.2(b)], the sheaves HiZ(OX) can be calculated as the cohomology
sheaves of the strict Koszul-type complex in the category of filtered DX -modules

T (Bf ) :=

[
0→ Gr0

V (Bf )
(t1,t2,...,tr)−−−−−−−→

r⊕
i=1

Gr1
V (Bf ) · ei → · · · → GrrV (Bf ) · e1 ∧ e2 ∧ · · · ∧ er → 0

]
,

placed in cohomological degrees 0, . . . , r (note that our convention is that the Hodge filtration
on Bf is defined to be

FqBf =
⊕
|α|≤q

OX · ∂αt δf ,

which differs by a shift by r from the usual convention followed in [CD21]). Furthermore,
using [CD21, Theorem 1.1], we see that T (Bf ) is filtered quasi-isomorphic to the Koszul-type
complex

(41)

[
0→ V 0Bf

(t1,t2,...,tr)−−−−−−−→
r⊕
i=1

V 1Bf · ei → · · · → V rBf · e1 ∧ e2 ∧ · · · ∧ er → 0

]
.

Since HiZ(OX) = 0 for i 6= r, we deduce that the complex (41) is a filtered resolution of

L :=
V rBf

(t1, t2, . . . , tr)V r−1Bf

and there is an isomorphism of filtered D-modules

(42) σ : L → HrZOX .

Our main goal is to make the isomorphism (42) explicit. For this, we will make use of the
auxiliary filtered D-module M = ι+HrZOX , where ι : X → X ×Ar is the graph embedding
associated to f1, f2, . . . , fr. Let Hi ⊆ X ×Ar be the coordinate hyperplane defined by ti = 0
for 1 ≤ i ≤ r. For every I ⊆ {1, . . . , r}, we consider the divisor HI =

∑
i∈I Hi and let

jI : VI ↪→ X ×Ar be the inclusion of the complement of HI . We put H = H{1,...,r}. Recall
that for any D-module N on X × Ar underlying a mixed Hodge module, the D-module
(jI)+j

∗
I (N ) is denoted by N (∗HI), and also underlies a mixed Hodge module. This filtered

D-module is just the localization of N at
∏
i∈I ti, but the Hodge filtration is rather subtle.

Let us consider the following Čech-type complex, placed in cohomological degrees 0, . . . , r,
in the category of filtered DX×Ar -modules:

K(Bf ) :=

[
0→ Bf →

r⊕
i=1

Bf (∗Hi)→ · · · → Bf (∗H)→ 0

]
.
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This is a filtered resolution of M, placed in cohomological degree r. In fact, the complex
K(Bf ) can be term-wise identified with the complex

ι+

[
0→ OX →

r⊕
i=1

OX
[

1

fi

]
→ · · · → OX

[
1

f1f2 · · · fr

]
→ 0

]
in the category of filtered DX×Ar -modules. In order to see this, note that for every I ⊆
{1, . . . , r}, if UI = X r V (fI) where fI =

∏
i∈I fi, then Bf (∗HI) is the D-module direct

image of OUI via the locally closed embedding

UI = ι−1(VI)
ι
↪→ VI ↪→ X ×Ar,

(in fact, it underlies the Hodge module direct image of QH
UI

[n] via this map) while ι+OX
[

1
fI

]
is the direct image of the same filtered D-module OUI along the same locally closed embed-

ding, but factored as UI ↪→ X
ι
↪→ X ×Ar. We thus have a canonical identification

(43) Bf (∗HI) = ι+OX
[

1

fI

]
.

We conclude that, indeed, K(Bf ) is a filtered resolution of M.

For future reference, let’s make the identification in (43) explicit in the case I = {1, . . . , r}
(which determines the corresponding identification for each I). If u =

∑
α hα∂

α
t δf ∈ Bf , then

using Lemma 7.4 we see that the identification (43) is such that

u =
∑
α

(
s1

α1

)
· · ·
(
sr
αr

)
(−1)|α|α!hα

fα ⊗ δf ∈ ι+OX
[

1

f1f2 · · · fr

]
,

where for α = (α1, . . . , αr), we put α! =
∏
i αi! and fα =

∏
i f

αi
i . More generally, using

Lemma 7.2, we see that the identification (43) is such that if we write tβ =
∏
i t
βi
i for some

β = (β1, . . . , βr) ∈ Zr≥0, then

(44) 1
tβ
u =

∑
α

(
s1 − β1

α1

)
· · ·
(
sr − βr
αr

)
(−1)|α|α!hα

fα+β
⊗ δf ∈ ι+OX

[
1

f1f2 · · · fr

]
.

Since HrZ(OX) is supported on Z, it follows that M is supported on X × {0}, hence we
are in the situation considered in Example 2.2. In particular, we see that we have an explicit

isomorphism τ : HrZ(OX)
'−→ V 0M = Gr0

V (M).

Lemma 5.1. If u ∈ L is represented by u =
∑

α hα∂
α
t δf ∈ V rBf , then

σ(u) =

[∑
α

α!hα

fα1+1
1 fα2+1

2 · · · fαr+1
r

]
∈ HrZ(OX).

Proof. Before giving the proof, we need to introduce some notation. For a filtered D-module
N on X ×Ar underlying a mixed Hodge module, we consider the Čech-type complex

K(N ) =

[
0→ N →

r⊕
i=1

N (∗Hi) · ξi → · · · → N (∗H) · ξ1 ∧ ξ2 ∧ · · · ∧ ξr → 0

]
,

placed in cohomological degrees 0, . . . , r and the Koszul-type complex

T (N ) =

[
0→ Gr0

V (N )
(t1,t2,...,tr)−−−−−−−→

r⊕
i=1

Gr1
V (N ) · ei → · · · → GrrV (N ) · e1 ∧ e2 ∧ · · · ∧ er → 0

]
,
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also placed in degrees 0, . . . , r. We have already mentioned that K(Bf ) is a filtered resolution
of M and T (Bf ) is a filtered resolution of L. The isomorphism σ is constructed using the
double complex

C = T ◦K(Bf ), with Ci,j = T i
(
Kj(Bf )

)
=
⊕
|I|=i

⊕
|J |=j

GriV
(
Bf (∗HJ)

)
eI ⊗ ξJ .

It is shown in the proof of [CD21, Theorem 6.5] that the canonical morphisms of complexes

Gr0
V

(
K(Bf )

)
= C0,• ← Tot(C)→ C•,0 = T (Bf )

are filtered quasi-isomorphisms. The isomorphism σ is then obtained from the isomorphisms

Gr0
V (M) = Hr(C0,•)

'←− Hr
(
Tot(C)

) '−→ Hr(C•,0) = L,

using the fact that Gr0
V (M) is isomorphic to HrZ(OX) via τ .

We now proceed to make σ explicit. An important fact is that for every J ⊆ {1, . . . , r}
and every j ∈ J , we have an isomorphism

(45) tj : V αBf (∗HJ)
'−→ V α+1Bf (∗HJ) for every α ∈ Q

(see part (a) of the proof of [CD21, Theorem 3.2]). In particular, if we denote by ũ ∈
GrrV (Bf ) ⊆ GrrV

(
Bf (∗H)

)
the class of u ∈ V rBf , we see that we have a well-defined element

1
t1···tr ũ ∈ Gr0

V

(
Bf (∗H)

)
.

Claim. The class of 1
t1···tr ũ in Gr0

V (M) is τ
(
σ(u)

)
.

In order to prove the claim, we need to find a cocycle in Totr(C) that lifts ũ. Using again
the isomorphisms (45), we see that for every J ⊆ {1, . . . , r}, if we consider ũ ∈ GrrV (Bf ) ⊆
GrrV

(
Bf (∗HJ)

)
, then we have a well-defined element

1

tJ
ũ ∈ Gr

r−|J |
V

(
Bf (∗HJ)

)
,

where tJ =
∏
j∈J tj . We may thus consider the element

η :=
∑
I,J

sgn(I, J)

tJ
ũ · eI ⊗ ξJ ∈ Totr(C),

where I, J run over the ordered index sets such that {1, . . . , r} is the disjoint union of I
and J . The claim follows if we show that η is a cocycle. Indeed, the projection of η to
Cr,0 = T r(Bf ) is ũ · e1 ∧ e2 ∧ · · · ∧ er, while its projection to C0,r = Gr0

V

(
Kr(Bf )

)
is the class

of 1
t1t2···tr ũ · ξ1 ∧ ξ2 · · · ∧ ξr.
Let d be the differential of Tot(C). In order to prove that η is a cocycle, we need to show

that the (K,L)-component (dη)K,L of dη vanishes for every pair of ordered index sets K,L.
By the definition of η, (dη)K,L is possibly non-zero only if |K|+ |L| = r + 1 and K ∩ L is a
singleton set {`}. It follows that

(dη)K,L =
sgn(K \ {`}, L)t`

tL
ũ · e` ∧ eK\{`} ⊗ ξL + (−1)|K|

sgn(K,L \ {`})
tL\{`}

ũ · eK ⊗ ξ` ∧ ξL\{`}

=
1

tL\{`}
ũ ·
(

sgn(K \ {`}, L)e` ∧ eK\{`} ⊗ ξL + (−1)|K|sgn(K,L \ {`})eK ⊗ ξ` ∧ ξL\{`}
)

︸ ︷︷ ︸
=:w

.
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Suppose that ` is the i-th element in K and it is the j-th element in L. Then

w = ((−1)i−1sgn(K \ {`}, L) + (−1)j−1+|K|sgn(K,L \ {`}))eK ⊗ ξL
= ((−1)i+j+|K|−3 + (−1)j+|K|+i−2)sgn({`},K \ {`}, L \ {`})eK ⊗ ξL
= 0.

Thus, we have proved that η is a cocycle, completing the proof of the claim.

Recall now that u =
∑

α hα∂
α
t δf ∈ V rBf . We deduce using (44) that the image of 1

t1···tr ũ

via Gr0
V

(
Bf (∗H)

)
→ Gr0

V

(
Hr(K(Bf ))

)
is the image of∑

α

(
s1 − 1

α1

)
· · ·
(
sr − 1

αr

)
(−1)|α|α!hα

f
α1+1
1 ···fαr+1

r

⊗ δf ∈ ι+OX
[

1

f1f2 · · · fr

]
inM = ι+HrZ(OX). Since we know that this element lies in V 0M, it follows from Example 2.2
that its image via τ−1 is obtained by making s1 = . . . = sr = 0; we thus get the formula for
σ(u) in the statement of the lemma. This completes the proof. �

Theorem 1.4 is a direct corollary of the above lemma.

Proof of Theorem 1.4. Because (42) is a filtered isomorphism,

FpHrZOX = σ

(
FpV

rBf

(t1, t2, · · · , tr)FpV r−1Bf

)
.

Every element of FpV
rBf can be written as∑

|α|≤p

hα∂
α
t δf , for hα ∈ OX

and the image of its class under σ is∑
|α|≤p

α1! · · ·αr!hα
fα1+1

1 · · · fαr+1
r


by the lemma. This gives the assertion in the theorem. �

Proof of Theorem 1.3. We shall prove the equivalent statement that FkBf ⊆ V rBf if and
only if FkHrZOX = OkHrZOX . The “only if” part is clear: since the elements[

1

fα1+1
1 fα2+1

2 · · · fαr+1
r

]
∈ HrZ(OX)

with α1, . . . , αr ≥ 0 and α1 + α2 + · · ·+ αr ≤ k generate OkHrZOX (see for example [MP21,
Lemma 9.2]), the “only if” part follows from Theorem 1.4.

For the reverse implication, we use induction on k. Suppose first that k = 0. Since[
1

f1···fr

]
∈ F0HrZ(OX), it follows from Theorem 1.4 that locally on X, we can find h ∈ OX

such that hδf ∈ V rBf and (h− 1) lies in the ideal IZ defining Z. Therefore F0Bf ⊆ V rBf at
every point of Z (and outside of Z, this is automatic).

Suppose now we know the assertion for k ≥ 0 and let us prove it for k + 1. Since
Fk+1HrZOX = Ok+1HrZOX , it follows from [MP21, Lemma 9.3] that FkHrZOX = OkHrZOX ,
hence by the induction hypothesis we have ∂αt δ ∈ V rBf for all α with |α| ≤ k. We need to
show that ∂αt δf ∈ V rBf also for all α with |α| = k + 1.
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Since Fk+1HrZOX = Ok+1HrZOX , it follows from Theorem 1.4 that the map

σ : Fk+1V
rBf → GrOk+1

(
HrZ(OZ)

)
,

∑
|β|≤k+1

hβ∂
β
t δf →

∑
|β|=k+1

[
β1!···βr!hβ

f
β1+1
1 ···fβr+1

r

]
is surjective. This implies that working locally on X, for every α with |α| = k+1 we can find

uα =
∑
|β|≤k+1

hα,β∂
β
t δf ∈ V rBf

that is mapped by σ to vα =

[
α1!α2!···αr!

f
α1+1
1 ···fαr+1

r

]
∈ GrOk+1

(
HrZ(OZ)

)
. Note that since Z is a

complete intersection, GrOk+1HrZ(OZ) is a free OZ-module, with a basis given by the vα, with
|α| = k + 1 (see for example [MP21, Lemmas 9.1, 9.2]). This implies that hα,α − 1 and hα,β,
for α 6= β, lie in IZ . It is then clear that for every α with |α| = k + 1 we have ∂αt δf ∈ V rBf

at every point of Z (this holds trivially on the complement of Z). This completes the proof
of the induction step and thus the proof of the “if” part. �

We obtain the following consequence to the characterization of locally complete intersection
Du Bois singularities. We note that the “if” part is [Sch07, Corollary 5.8] and the full
equivalence in the case when Z is normal is [Kov99, Theorem 3.6] (note that if Z is normal
and locally complete intersection, then lct(X,Z) = r if and only if Z has log canonical
singularities by Inversion of Adjunction, see [EM04, Corollary 3.2]). A version of the “only
if” implication also appears in [Doh08, Theorem 4.2].

Corollary 5.2. If X is a smooth, irreducible variety and Z ↪→ X is a locally complete
intersection closed subscheme of pure codimension r, then Z has Du Bois singularities5 if
and only if lct(X,Z) = r.

Proof. Recall first that lct(X,Z) ≤ r and equality implies that Z is reduced: see Remarks 4.1
and 4.2. We may thus assume that Z is reduced. Since Z is locally a complete intersection, it
follows from [MP21, Theorem C] that Z has Du Bois singularities if and only if F0HrZ(OX) =
O0HrZ(OX) and this condition is equivalent to lct(X,Z) ≥ r by Theorem 1.3. �

6. The minimal exponent and the Bernstein-Sato polynomial

Let X be a smooth, irreducible, complex algebraic variety and Z a proper (nonempty)
closed subscheme of X, defined by the ideal a. In what follows we will make use of the
notation and definitions introduced in Section 2. Recall, in particular, that we discussed the
Bernstein-Sato polynomial bZ(s) in the case when a is generated by nonzero global regular
functions f1, . . . , fd. The general case can be easily reduced to this one (in fact, to the case
when X is affine) since for open subsets U1, . . . , UN of X such that Z ⊆ U1 ∪ . . . ∪ UN , we
have

(46) bZ(s) = LCM
{
bZ∩Ui(s) | 1 ≤ i ≤ N

}
(with the convention that bZ∩Ui(s) = 1 if Z ∩ Ui = ∅).

Proposition 6.1. If Z is locally a complete intersection in X, of pure codimension r, then
bZ(−r) = 0.

5We note that the condition of having Du Bois singularities assumes, in particular, that Z is reduced.
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Proof. If U is an open subset of X, then we deduce from (46) that bZ∩U (s) divides bZ(s).
It follows that after replacing X by a suitable affine open neighborhood of a point in Z, we
may assume that X is affine and the ideal a defining Z is generated by a regular sequence
f1, . . . , fr ∈ OX(X). The condition in the definition of bZ(s) can be reformulated as saying
that bZ(s) is the monic polynomial of minimal degree such that

(47) bZ(s)fs11 · · · f
sr
r ∈

∑
u∈Zr,|u|=1

DX [s1, . . . , sr] ·
∏
ui<0

(
si
−ui

)
f s1+u1

1 · · · fsr+urr

(see [BMS06, Section 2.10]). Here we use the isomorphism (5), that maps δf to fs11 · · · fsrr ,
such that the action of −∂titi corresponds to the action of si (so that s = s1 + . . .+ sr). Note
also that

(
si
−ui

)
denotes the polynomial 1

(−ui)!si(si − 1) · · · (si + ui − 1).

By making s1 = . . . = sr = −1 in (47), we obtain the following relation in OX [1/f1 · · · fr]:

(48) bZ(−r) 1

f1 · · · fr
∈

∑
u∈Zr,|u|=1

DX · fu1−1
1 · · · fur−1

r .

Note that if u = (u1, . . . , ur) is such that |u| = 1, then there is i such that ui ≥ 1, in which
case

DX · fu1−1
1 · · · fur−1

r ⊆ DX ·
∏
j 6=i

f
uj−1
j ⊆ OX [1/f1 · · · f̂i · · · fr].

Using (48), we thus conclude that

bZ(−r) 1

f1 · · · fr
∈

r∑
i=1

OX [1/f1 · · · f̂i · · · fr],

hence the class of bZ(−r) 1
f1···fr in the local cohomology HrZ(OX) is 0. Since this local coho-

mology sheaf is nonzero, generated by the class of 1
f1···fr , we conclude that bZ(−r) = 0. �

From now on, for the rest of this section, we assume that Z is a locally complete intersection
closed subscheme of X, of pure codimension r ≥ 1. The above result motivates the following

Definition 6.2. We denote by γ̃(Z) the negative of the largest root of bZ(s)/(s + r) (with
the convention that γ̃(Z) =∞ if this polynomial is 1).

Remark 6.3. Note that since all roots of bZ(s) are rational numbers, the same is true for
γ̃(Z). Recall also that by formula (9), the largest root of bZ(s) is − lct(X,Z), hence

(49) lct(X,Z) = min
{
γ̃(Z), r}.

Remark 6.4. Since Z is locally a complete intersection in X, of pure codimension r, it follows
from [BMS06, Theorem 4] that γ̃(Z) > r if and only if Z has rational singularities (the result
in loc. cit. requires Z to also be reduced, but the hypothesis γ̃(Z) > r implies lct(X,Z) = r,
and thus Z is reduced by Remark 4.2).

We will need the following easy result:

Lemma 6.5. If X = Spec(R) is a smooth affine variety and f1, . . . , fr ∈ R form a regular
sequence, then for every k ≥ 0, the sequence t1, . . . , tr is regular on the finitely generated
R[t1, . . . , tr]-module FkBf .
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Proof. For every k ≥ 0, the quotient FkBf/Fk−1Bf is a free R-module. Moreover, each ti
acts on this quotient as multiplication by fi. The assertion in the lemma thus follows by
induction on k, using the fact that if

0→M ′ →M →M ′′ → 0

is a short exact sequence of R[t1, . . . , tr]-modules such that t1, . . . , tr is a regular sequence on
both M ′ and M ′′, then it is a regular sequence also on M . �

We can now prove our result relating γ̃(Z) and α̃(Z).

Proof of Theorem 1.6. After possibly replacing X by suitable affine open subsets, we may
and will assume that X is affine and the ideal defining Z is generated by a regular sequence
f1, . . . , fr. It follows from (34) and (49) that we have

min
{
γ̃(Z), r} = lct(X,Z) = min

{
α̃(Z), r}.

Therefore both assertions in the theorem hold if lct(X,Z) < r. Hence from now on we may
and will assume that lct(X,Z) = r, which in light of (6), is equivalent to δ ∈ V rBf . In order
to prove the two assertions in the theorem, it is enough to show the following:

(i) If q is a nonnegative integer and γ ∈ (0, 1] is a rational number such that γ̃(Z) ≥
r − 1 + q + γ, then α̃(Z) ≥ r − 1 + q + γ; by definition of the minimal exponent, this

is equivalent to ∂βt δf ∈ V r−1+γBf for all β ∈ Zr≥0 with |β| ≤ q.
(ii) If γ′ ∈ (0, 1] is a rational number such that α̃(Z) ≥ r + γ′, then γ̃(Z) ≥ r + γ′.

We first prove (i), arguing by induction on q ≥ 0. If q = 0, then we are done, since we are
assuming δ ∈ V rBf . Suppose now that q ≥ 1. By the induction hypothesis, it is enough to

show that for every β ∈ Zr≥0, with |β| = q−1, if u = ∂βt δf , then ∂tiu ∈ V r−1+γBf for 1 ≤ i ≤ r.
Furthermore, the induction hypothesis gives u ∈ V rBf . Let’s write b(s) := bZ(s) = (s+r)p(s).

By definition of bZ(s), we have

(50) b(s)V 0R · δf ⊆ V 1R · δf .

We first note that for every i with 1 ≤ i ≤ q − 1, if β′ ∈ Zr≥0 is such that |β′| = q − i, then

there is β′′ ∈ Zr≥0 with |β′′| = q − i− 1 such that

(51) b(s− q + i)∂β
′

t V
0R · δf ⊆ ∂β

′′

t V 0R · δf .

Indeed, it follows from Lemma 7.3 that if we take any β′′ ∈ Zr≥0 with |β′′| = q − i − 1 and

β′j ≥ β′′j ≥ 0 for all j, then

b(s− q + i)∂β
′

t V
0R · δf = ∂β

′

t b(s)V
0R · δf ⊆ ∂β

′

t V
1R · δf ⊆ ∂β

′′

t V 0R · δf .

Applying (51) for all i with 1 ≤ i ≤ q − 1, as well as (50), we obtain

b(s)b(s− 1) · · · b(s− q + 1)∂βt δf ⊆ b(s)V 0R · δf ⊆ V 1R · δf ⊆ V r+1Bf .

Note now that we can write

b(s)b(s− 1) · · · b(s− q + 1) = (s+ r)p1(s),

where

p1(s) = (s+ r − 1) · · · (s+ r − q + 1) ·
q−1∏
i=0

p(s− i).



V -FILTRATIONS AND MINIMAL EXPONENTS 35

The assumption that γ̃(Z) ≥ r − 1 + q + γ implies that p1(s) has no roots in the interval
(−r − γ,−r]. Since (s+ r)u ∈ V rBf (recall that u ∈ V rBf ) and p1(s)(s+ r)u ∈ V r+1Bf , we
conclude that (s + r)u ∈ V r+γBf . By assumption, we have u ∈ Fq−1Bf , hence (s + r)u ∈
FqV

r+γBf (where for every p ∈ Z≥0 and every α ∈ Q, we put FpV
αBf = FpBf ∩ V αBf ).

Consider now the map

(FqV
r−1+γBf )

⊕r (t1,...,tr)−→ FqV
r+γBf .

Since γ > 0, it follows from [CD21, Theorem 1.1] that the map is surjective, hence we may
write

(s+ r)u =
r∑
i=1

tiui,

with ui ∈ FqV r−1+γBf for 1 ≤ i ≤ r. Since s+ r = −
∑r

i=1 ti∂ti , we obtain

r∑
i=1

ti(ui + ∂tiu) = 0.

Using the fact that t1, . . . , tr form a regular sequence on FqBf by Lemma 6.5, we conclude
that for every i, we have

ui + ∂tiu ∈
r∑
i=1

ti · FqBf ⊆ V rBf ,

where the inclusion follows from the fact that we already know, by induction, that Fq−1Bf ⊆
V rBf and thus FqBf ⊆

∑r
i=1 ∂ti · V rBf ⊆ V r−1Bf . We thus conclude that

∂tiu = (ui + ∂tiu)− ui ∈ V r−1+γBf .

This completes the proof of (i).

We next prove (ii). We will make use of the results in Section 3. By definition of α̃(Z),

we know that ∂tiδf ∈ V r−1+γ′Bf for 1 ≤ i ≤ r. Theorem 3.3 (see also equation (16)) thus

gives yiδg ∈ V r+γ′B̃g for 1 ≤ i ≤ r. By Lemma 3.1, we have v := (s+ r)δg =
∑r

i=1 ∂yiyiδg ∈
V r+γ′B̃g. Using the description (12), we deduce that all roots of b̃v(s) are ≤ −(r + γ′). On
the other hand, the inclusions

b̃v(s)(s+ r)δg ⊆ V 1R̃ · (s+ r)δg ⊆ V 1R̃ · δg,

imply that b̃δg divides b̃v(s)(s + r). Since bZ(s) = b̃δg (see Remark 3.5), we conclude that
γ̃(Z) ≥ r + γ′. This completes the proof of the theorem. �

We can now show that the equality F1 = O1 on HrZ(OX) implies that Z has rational
singularities.

Proof of Corollary 1.7. It follows from Theorem 1.6 that α̃(Z) > r if and only if γ̃(Z) >
r. By [BMS06, Theorem 4], this holds if and only if Z has rational singularities (see also
Remark 6.4). The last assertion in the corollary now follows from Theorem 1.3. �
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7. Appendix: some formulas involving differential operators

In this appendix we collect for ease of reference some easy computations involving differ-
ential operators. We work in the ring C〈t, ∂t, ∂−1

t 〉 and put s = −∂tt.

Lemma 7.1. For every m ≥ 1 we have [∂t, t
m] = mtm−1 and for every m ∈ Z we have

[t, ∂mt ] = −m∂m−1
t .

Proof. The first formula follows from the more general fact that for every derivation D and
every regular function f , we have [D, f ] = D(f). The second formula is clear if m = 1 and
the general case follows by induction on |m|, using the fact that

[t, ∂m+1
t ] = (t∂mt − ∂mt t)∂t + ∂mt (t∂t − ∂tt) = [t, ∂mt ]∂t − ∂mt ,

which immediately implies that the formula holds for m if and only if it holds for m+ 1. �

Lemma 7.2. For every m ≥ 1, we have

∂mt t
m = (−1)ms(s− 1) · · · (s−m+ 1).

Proof. The assertion is clear when m = 1 and the general case follows by induction on m,
writing

∂m+1
t tm+1 = ∂tt∂

m
t t

m + ∂t[∂
m
t , t]t

m = (∂tt+m)∂mt t
m,

where the last equality follows using Lemma 7.1. �

Lemma 7.3. For every m ∈ Z and every P ∈ C[s], we have P (s)∂mt = ∂mt P (s+m).

Proof. It is easy to see that it is enough to prove the equality when P is a monomial and
then that it is enough to prove it when P = s. In this case we have

s∂mt − ∂mt s = −∂tt∂mt + ∂m+1
t t = −∂t[t, ∂mt ] = m∂mt ,

where the last equality follows from Lemma 7.1. �

The proof of the next lemma is similar and we leave it for the reader.

Lemma 7.4. For every m ∈ Z≥0 and every P ∈ C[s], we have P (s)tm = tmP (s−m).

References
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[Kov99] S. J. Kovács, Rational, log canonical, Du Bois singularities: on the conjectures of Kollár and
Steenbrink, Compositio Math. 118 (1999), no. 2, 123–133. ↑32

[Laz04] R. Lazarsfeld, Positivity in algebraic geometry II, Ergebnisse der Mathematik und ihrer Grenzge-
biete, vol. 49, Springer-Verlag, Berlin, 2004. ↑7, 17, 22, 23

[Lic89] B. Lichtin, Poles of |f(z, w)|2s and roots of the b-function, Ark. Mat. 27 (1989), no. 2, 283–304. ↑1
[Loe84] F. Loeser, Exposant d’Arnold et sections planes, C. R. Acad. Sci. Paris Sér. I Math. 298 (1984),

no. 19, 485–488. ↑1
[Mal83] B. Malgrange, Polynomes de Bernstein-Sato et cohomologie évanescente, Analysis and topology
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[Mus02] M. Mustaţǎ, The multiplier ideals of a sum of ideals, Trans. Amer. Math. Soc. 354 (2002), no. 1,

205–217. ↑17
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